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ABSTRACT
Most attacks on computer and software systems are caused
by threats to known vulnerabilities. Part of the reason is
that it is difficult to possess necessary broad and deep knowl-
edge of security related strategic knowledge to choose miti-
gating solutions suitable for a specific application or organi-
zation. This paper presents three patterns that use goal-
oriented concepts to capture knowledge of security prob-
lems and their corresponding mitigating solutions. Each
pattern captures three kinds of problems, including undesir-
able outcome that negatively affects a security goal, threat
that could lead to an undesirable outcome, and vulnerability
that could be exploited by a threat. Alternative mitigating
solutions are captured in relation to the problems, including
vulnerability risk transfer, threat prevention, threat contain-
ment, undesirable outcome recovery, and undesirable out-
come impact prevention and control. The alternatives are
identified with consequences against other non-functional re-
quirements (NFRs) such as cost and usability, which are
then used as selection criteria in associated selection pat-
terns. The patterns illustrate how knowledge of security
incidents and security standards may be captured and used
to help avoid the security problems suffered by TJX in one
of the largest credit card theft incident in history.

Categories and Subject Descriptors
I.5.2 [Computing Methodologies]: Pattern Recognition-
Design Methodologies; D.2.1 [Software Engineering]: Re-
quirements/Specifications—Patterns

Keywords
Goal-Oriented, Pattern, Non-Functional Requirements, Se-
curity, Threat Mitigation
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1. INTRODUCTION
Most attacks on computer and software systems are caused

by threats to known vulnerabilities [24]. Part of the reason
is that it is difficult to possess necessary broad and deep
knowledge of security related knowledge to understand the
security problems, alternative mitigating solutions, and the
selection of suitable solutions that not only sufficiently mit-
igate the security problems, but also meet other organiza-
tional needs. A large body of knowledge is needed to answer
important questions that can help prevent security prob-
lems, such as those suffered by TJX in one of the largest
credit card theft in history. Examples of such questions are:

• What does credit card security really mean?

• What were the problems suffered by TJX?

• What were the causes of those problems?

• How did the problems and causes occur in details?

• What are the alternatives for mitigating the the prob-
lems and their causes?

• How to choose mitigating solutions that also sufficiently
meet other, often conflicting, organizational needs?

• How to implement particular solutions in details?

However, it is difficult to possess such broad knowledge
at the strategic level and deep knowledge at the operational
level. Patterns have been used to capture knowledge of spe-
cific threats [13, 31] and solutions at the analysis level [14]
and architecture/design level [45, 12, 8, 36, 33, 26, 13, 31, 27,
29] using semi-formal representation such as object-oriented
notation. However, the strategic level knowledge has not
been captured in a similar formal manner. For example,
most security standards often describe recommended secu-
rity measures informally with little context and rationale to
guide us when and why specific security measure should be
used, and whether they could indeed help prevent a known
security incident. As a result, we face an insurmountable
secure-systems design task to choose the most desirable so-
lutions to sufficiently mitigate the threats, at the same time
also sufficiently achieve other, often conflicting, organiza-
tional concerns such as cost and usability non-functional re-
quirements (NFRs).



Figure 1: The Attack Scenario and Three Realized Security Threats in the TJX Incident

This paper presents goal-oriented security threat mitiga-
tion patterns for capturing cohesive strategic knowledge of
security problems and solutions that capture three aspects
of security problems including undesirable outcomes, their
causal threats, and the exploited vulnerabilities, which are
used as the basis for exploring mitigating solutions. A solu-
tion may be a risk transfer solution that mitigates a vulner-
ability by changing the security asset or facility so that the
risk associated with the new environment is more accept-
able. A solution may be a threat prevention or containment
solution that prevents a threat from being realized or con-
tains the impacts caused by a realized threat. The alterna-
tive solutions are also noted with consequences against other
non-functional requirements (NFRs), which are then used
as criteria for selecting suitable mitigating solutions. Three
concrete patterns are presented to illustrate how knowledge
of security incidents, security standards and other best prac-
tices may be captured and used to help avoid the security
problems in the TJX incident.

The rest of the paper is structured as follows. Section 2
describes the TJX incident as the basis for the patterns pre-
sented in this paper. Section 2 describes the meta-pattern
as a visual template for the patterns presented in Sec. 5, 6,
and 6. Section 7 discusses related work and observations.
Section 8 summarizes the paper and future work.

2. THE TJX CASE
TJX, the holding company of a number of large retail

chains such as TJ Maxx and Marshalls, suffered one of the
largest credit card theft in history between 2003 and 2008
that was initially estimated to have affected 45 million credit
cards, identity information of 451,000 customers, $20 mil-
lions in fraudulent transactions, and to cost TJX $1 bil-
lion over 5 years excluding lawsuits [18, 21, 22, 32, 39, 28].
This incident became an infamous case study in the retail
and credit card industries, and in the security community
[6]. We have studied over 30 news articles, investigation re-
ports, and a court indictment, which are mostly informal
description of the case. We found it difficult to get a clear
picture of the scenario how the incident occurred. Based on
the publicly available information with some assumptions,
we developed a diagram to describe the attack scenario as

shown in Fig. 1. This paper presents three patterns for
mitigating the three security threats described in the sce-
nario, including wireless WEP (Wired Equivalent Privacy)
hacking, remote access masquerading, and malicious trans-
fer of sensitive data problems. Since specific detailed attacks
of these threats are not reported in the publicly available
sources, we therefore capture many other possible causes as
well as alternative solutions from the literature and the PCI
DSS security standard [30].

3. A VISUAL META-PATTERN FOR THE
SECURITY MITIGATION PATTERNS

Figure 2 depicts a visual meta-pattern that serves as a vi-
sual template for understanding the patterns shown in Fig.
3, Fig. 6, and Fig. 9 based on Alexander’s “three-part rule”
that expresses “a relation between a certain context, a prob-
lem, and its corresponding solution(s)” [3]. In each pattern,
the outer area (left , top, and right) represents the con-
text in terms of asset and forces (security goal and other
NFRs). The context provides a frame of reference for the
security problems and their corresponding alternative mit-
igating solutions, each may have positive and/or negative
consequences against the forces (NFRs). Each positive or
negative contribution link (a green or red directed solid or
dash line) indicates how one solution/problem contributes
to the achievement or denial of the related goal/problem [9,
38]. The types of contribution link include SomePlus (S+),
Make(++), Help(+), SomeMinus(S-), Break(–), and Hurt(-
). SomePlus(S+) represents a general positive contribution,
Make (++) a positive contribution that fully achieves the
goal or causes a problem, and Help (+) a somewhat pos-
itive contribution that partially helps achieve the goal or
cause a problem. Conversely, Break (–) and Hurt (-) rep-
resent negative contributions that fully or partially deny a
goal/problem, while SomeMinus (S-) represents a general
negative contribution with unknown certainty. A goal/problem
may be refined with an AND/OR decomposition (denoted
by a single- or double-bar line) to more specific goals/problems
[9, 40, 38].

Security asset is either a primary asset (simply called “as-
set” in the meta-pattern) or facility. Primary asset is a piece
of information, an operation, a physical entity, or human,



Figure 2: Visual Meta-Pattern for Security Mitigation Patterns

that is of high value that needs to be protected, for example,
credit card information or an e-commerce web site. Facility
is a secondary asset that when compromised could lead to
an undesirable outcome against the primary asset. For ex-
ample, network and server that have direct or indirect access
to credit card information, when attacked by hackers, could
lead to unauthorized access of the credit card information.

Security objective or goal is a security concern that may
be different for different assets or organizations. For ex-
ample, a US law defines information or system security as
confidentiality, integrity, and availability security objectives
[2], while the payment card industry is concerned with only
the confidentiality of the payment card information. For
instance, the PCI DSS recommends minimal card informa-
tion storage and card authentication information not to be
stored [30]. These recommendations in fact hurt the avail-
ability aspect of the information. The standard also includes
no recommendations to address the integrity aspect of the
information.

Security problem is an undesirable outcome, a threat, or a
vulnerability. Undesirable outcome is a situation that nega-
tively affects a security goal/objective. For example, stolen
credit card information is an undesirable outcome that hurts
the confidentiality of credit card information. Threat is an
operation or technique that may be used to exploit a vul-
nerability, which is a weakness of an asset or facility. For
example, the hacker in the TJX case broke the wireless net-
work WEP encryption key by exploiting the weak WEP en-
cryption vulnerability.

Mitigating solution is an impact prevention and control,
threat prevent and containment, or vulnerability risk trans-
fer. Impact prevention and control is a solution that pre-
vents a realized undesirable outcome from inflicting a nega-
tive impact on the security goal. For example, PCI recom-
mends that card authentication data (e.g. card verification
code) be not stored to make the rest of credit card infor-
mation useless if stolen. Threat prevention and control is a
mitigating solution that helps prevent a threat from being
realized, reduces or eliminates the possibility for a realized
threat from causing an undesirable outcome. Vulnerability

risk transfer is a solution that changes the environment (e.g.
asset or facility) so that the risk associated with the exist-
ing environment is transferred to the risk of the new facility
that is more acceptable. For example, the high risk associ-
ated with wireless WEP encryption could be transferred to
a lower risk of a more secure wireless WPA (Wi-Fi Protected
Access) encryption. The notion of risk transfer is adapted
from a risk management technique discussed in [5].

4. WIRELESS WEP HACKING MITIGATION
PATTERN

The Wireless WEP Hacking mitigation pattern in Fig. 3
is concerned with the confidentiality of an intranet (security
goal) that can be compromised by wireless WEP hacking,
which may be passive or active attacks. Passive attacks in-
clude brute-force key trying, fragmentation attack, or weak
IV attack (threats). Active attacks include replay attack and
insider attack (threats) that can exploit shared key authenti-
cation, short key length, known characteristics of ARP pack-
ets, and weak WEP encryption algorithm (vulnerabilities).
The vulnerabilities can be mitigated by not using shared key
authentication, restricting access based on MAC addresses,
using at least 104-bit encryption key, using more secure en-
cryptions such as WPA, WPA2, IPSEC, VPN, or SSL/TLS
(risk transfer measures). The insider attack (threat) may be
prevented by frequently changing WEP keys manually every
quarter or every major personnel change, or automatically
every few hours (preventive measures). These mitigation so-
lutions have positive and/or negative consequences against
cost, administration need, and usability (NFRs).

4.1 Context

4.1.1 Asset
Intranet: An internal network that has direct or indirect

access to sensitive information that is desirable by hostile
agents.

4.1.2 Facility



Figure 3: A Wireless WEP Hacking Mitigation Pattern

Wireless network: Wireless network provides a conve-
nient and cost effective means for data communication based
on IEEE 802.11 standard. Because wireless signal can be
easily intercepted by hostile agents within the signal range,
it is recommended that private wireless networks encrypt all
transmitted data. WEP is an encryption that is widely used
by the first generation wireless networks. It uses RC4 en-
cryption algorithm that generates keystreams of 64 or 128
bits in length from a seed, which is a concatenation of a
fixed 24 bits device generated Initial Vector (IV) and a user
defined 40-bit or 104-bit shared key.

4.1.3 Security goal
Confidentiality [Intranet]: The intranet should only

be accessible to only authorized personnel and devices.

4.2 Problems

4.2.1 Undesirable Outcome
Unauthorized access [Intranet]: Unauthorized access

to the intranet by hostile agents negatively affects the con-
fidentiality of the intranet.

4.2.2 Threat
Hack [WEP Encryption(Wireless network)]: A threat

that is achieved by “Passive attacks” or “Active attacks”.
“Passive attacks” in turn may be achieved by “Keystream
re-use”, “Brute-force keys trying”, “Fragmentation attack”,
or“Weak IV attack”, while“Active attacks”may be achieved
by “Replay attack” or ”Insider attack”.

Keystream re-use: A hacker may eavesdrop shared key
authentication sessions and recover the keystreams being
used. With a sufficiently large library of keystreams, en-
crypted data using any re-used keystreams can be decrypted
by the hacker.

Brute-force key trying: A hacker may try every key
combination until the key is found.

Fragmentation attack: A hacker may use the knowl-
edge of 802.11 fragmentation feature to transmit or decrypt
information without having to know the shared key [4].

Weak IV attack: A hacker may eavesdrop and collect a
large number of IVs used in a wireless network. If weak IVs
are re-used in the network, they can be used to crack the
encryption key [15].

Replay attack: Based on the 802.11 protocol, the first 8
bytes of every packet is known, thus can be used to recover
the first 8 bytes of the key. A hacker may recover an addi-
tional byte in the key by sending a 9-byte encrypted message
using the recovered 8-byte key with an extra byte encrypted
using a guessed 1-byte key. The hacker repeats the process
with a different guessed 1-byte key until the Access Point
(the wireless network controller) relays the message, indi-
cating that the guessed key is correct. The hacker gradually
lengthens the message until the entire key is recovered [4].

4.2.3 Vulnerability
Shared key authentication: Before a device may use a

wireless network, the responsible Access Point may be con-
figured to require the device to go through a shared key
authentication process, a four-way challenge-response hand-
shake testing whether the device has a correct shared key.
The communication between the Access Point and the device
exposes a pair of clear text and its corresponding encrypted
text that can be eavesdropped by hostile agents.

Short key length: A key of 40 bits can be cracked by
trying all combinations in less than a month [4].

Known characteristics of ARP packets: Address
Resolution Protocol (ARP) is used by devices in an Inter-
net Protocol (IP) network to look up a physical hardware
address from a logical network address. ARP data packets



have a fixed length format, and a portion of the packets is
transmitted in clear text even when WEP is used. Knowing
these characteristics allows hackers to learn about and hack
a wireless network.

Weak WEP encryption algorithm: RC4 encryption
algorithm used by WEP has flaws that allow certain Initial
Vectors (IVs) to reveal more information about the rest of
key than others [15].

4.3 Solutions

4.3.1 Threat Prevention
Frequently rotating the WEP key: The WEP key

should be frequently rotated, either manually every quarter
or whenever there are changes in personnel that have access
to keys (PCI DSS Requirement 4.1.1 [30]) or automatically
every few hours.

Manually rotating the key every quarter or every
personnel change: This solution is to prevent attacks from
insiders who have access to the key.

Positive Consequences

Help (+) cost : This is a procedural solution;
therefore, no additional equipment cost is required.

Negative Consequences

Hurt (-) administration needs: A system admin-
istrator needs to manually change or rotate the
key.

Break (–) usability : User intervention may be
required to reconfigure the wireless computers or
devices whenever the key is changed.

Hurt (-) availability : During the key rotation,
the wireless network is not available to the users
until their wireless devices or computers have
been updated with the new key.

Automatically rotating the key every few hours
or less: Weak IV attack generally needs to eavesdrop over
1,000,000 packets to crack a key. Changing the key every
few hours would make previously collected encrypted pack-
ets useless, thus, spoiling the attack before it could succeed.
Since frequently changing key every few hours is impractical
to perform manually, a number of products provide auto-
mated dynamic keys distribution [44].

Positive Consequences

Make (++) administration needs: Automated
key rotation requires little or no intervention from
a system administrator.

Make (++) usability : User intervention is not
required during the key rotation.

Negative Consequences

Hurt (-) cost : This solution requires a key dis-
tribution tool such as RADIUS that may incur
additional cost.

Using WEP with more secure supplemental tech-
nologies: More secure encryption such as IPSEC, VPN, and
SSL/TLS should be used in conjunction with the insecure
WEP (PCI DSS Requirement 4.1.1 [30]).

Positive Consequences

Make (++) administration needs: Once wireless
computers or devices have been configured, there
is little need for administration.

Make (++) usability : User intervention is not
required once the wireless computer and devices
have been set up.

Negative Consequences

Hurt (-) cost : Moderate cost may be incurred if
hardware or software is needed to support tech-
nologies such as VPN.

4.3.2 Risk Transfer
Using a more secure encryption: Encryption meth-

ods, such as WPA, WPA2, VPN, or SSL/TLS are harder to
crack, therefore, should be used instead of WEP (PCI DSS
Requirement 4.1 [30]).

Positive Consequences

Make (++) usability : Connected network de-
vices and computers do not require re-configuration
once they have been set up to use the new encryp-
tion method.

Negative Consequences

Hurt (-) cost : New equipment that supports WPA,
WPA2, or VPN software may be required.

Using at least 104-bit encryption key: A key of 104
bits is generally sufficient in preventing a brute-force attack
as it would take millions of years to crack in theory [43].

Positive Consequences

Make (++) cost : Most wireless access point equip-
ment support 104-bit keys for WEP encryption.

Negative Consequences

None. No negative consequences to other NFRs
of interest.

Restricting access by MAC addresses: Wireless ac-
cess point should be configured to restrict access by the
MAC addresses of authorized computers (PCI DSS Require-
ment 4.1.1 [30]).

Positive Consequences

Make (++) cost : Most wireless access points
support this technique, therefore, no additional
equipment is required

Negative Consequences

Hurt (-) administration need : A network admin-
istrator needs to re-configure the wireless access
point whenever a device is added or removed
from the network.

4.4 Mitigation Selection

4.4.1 Cost Driven Mitigation
Figure 4 depicts recommended solutions based on the al-

ternatives shown in Fig. 3 with an emphasis on cost (de-
noted by “!!Cost”). The recommended solutions are made at



Figure 4: Cost Driven Mitigation for Wireless WEP Hacking

the leaf-level solutions (those solutions that are not the tar-
get of any decompositions or contributions) and are denoted
by satisficed labels or check marks. To mitigate the web
hacking problem, its undesirable outcomes, threats, and/or
vulnerabilities should be mitigated in order to satisfice 1 the
security objective. The denial of security problems are de-
noted by a cross mark. Partially satisficed goals or denied
problems are denoted by weakly satisficed (W+) and weakly
denied (W-) labels respectively. To determine whether the
problems are sufficiently mitigated and whether the ultimate
security goal is sufficiently satisficed, the label of the recom-
mended solutions are propagated upward the goal/problem
graph by consulting a label evaluation catalog, such as the
one shown in Appendix A.

For illustration purposes, area 1 in Fig. 4 shows that “Use
WEP with VPN, or SSL/TLS” solution is recommended
(denoted by a Satisficed label or a check mark) over “Use
WPA, WPA2”because the former is less costly (denoted by a
Hurt/- contribution vs. a Break/– contribution toward Cost
respectively). By consulting the evaluation catalog, the sat-
isficed label of “Use WEP with VPN, or SSL/TLS” solution
is changed to a denied label for “Weak WEP-encryption al-
gorithm” problem over the Break(–) contribution that links
the two. In area 2, “Hack[WEP Encryption...]” problem is
evaluated to be denied because both of its OR-decomposed
sub-problems (“Passive attacks” and “Active attacks”) are
denied [38]. The evaluation is repeated until the root goals
are evaluated. In this case, “Confidentiality [Intranet]” and

1Satisfice has an ancient origin (circa 1600), it is a Scottish
variant of satisfy, referring to the notion of “good enough”
[37]. It is adopted by the NFR Framework [9] for noting the
achievement of non-functional requirements (NFRs), which,
for their subjective nature, are usually satisficed rather than
satisfied in an absolute sense.

“Cost” are evaluated to be weakly satisficed, the best trade-
off results for the available alternatives against the security
and cost concerns.

In summary, the following are the recommended mitiga-
tion for the cost concern that should be used conjunctively:

• Manually [rotate WEP key] every quarter or every ma-
jor personnel change

• Use at least 104-bit encryption key

• Do not use shared key authentication

• Use WEP with VPN, or SSL/TLS

4.4.2 Usability Driven Mitigation
Figure 5 depicts recommended solutions with an emphasis

on usability or friendliness of the solutions (denoted by ”!!Us-
ability”). For example, “Frequently rotate key” can be used
to counter“Insider attack”by either rotating the key“Manu-
ally every quarter” or “Automatically every few hours”. The
latter is recommended because it does not require user in-
tervention, it is therefore more friendly. Other solutions
are recommended to counter other sub-problems of “Hack
[WEP EncryptionĚ]” threat so that ultimately, “Confiden-
tiality [Intranet]” is evaluated to be weakly satisficed and
“Usability” to be satisficed.

The following are the recommended mitigation that should
be used conjunctively:

• Automatically [rotate WEK key] every few hours or
less

• Use WPA or WPA2

• Use at least 104-bit encryption key

• Do not use shared key authentication



Figure 5: Usability Driven Mitigation for Wireless WEP Hacking

4.5 Known Uses
Over 700 organizations are using and in compliance with

the PCI DSS [41].

5. REMOTE ACCESS MASQUERADING MIT-
IGATION PATTERN

The Remote Access Masquerading (mitigation pattern) in
Fig. 6 is concerned with the confidentiality of a corporate
server (security goal) that can be compromised by a hacker
masquerading as a valid user using stolen ID and password,
which can be accomplished by illegally obtaining the ID and
password and using them for login. Login information could
be obtained via (1) social engineering, (2) intercepting, or
(3) passwords guessing (threats) that exploit (1) some unde-
sirable user behaviors, (2) interceptable IDs and passwords,
and (3) simple passwords being used (vulnerabilities).

Undesirable user behaviors, interceptable IDs and pass-
words, and simple passwords being used (vulnerabilities)
can be mitigated by securing IDs and passwords via (1)
user education, training, and enforcement, (2) encrypting
stored and transmitted IDs and passwords, (3) using strong
passwords that are frequently changed non-dictionary words
(risk transfer measures). Alternatively, hacker masquerad-
ing as a valid user using stolen ID and password (threat) may
be prevented by using two-factor authentication that uses
ID/password with certificate/token or ID/password with bio-
metrics (preventive measures). Unauthorized access to the
server (undesirable outcome) can be recovered by resetting
the compromised passwords (impact prevention or recovery)
to limit the impacts on the unauthorized access (security
goal). These mitigation solutions have positive and/or neg-
ative consequences upon cost and usability (NFRs).

5.1 Context

5.1.1 Asset
Corporate server: A corporate computer server that

has access to sensitive data.

5.1.2 Facility
Remote login facilities: Computing facilities such as

an intranet, the Internet, and an ID/password based login
process allow remote users outside the corporate network to
login to a corporate server.

5.1.3 Security goal
Confidentiality [Corporate server]: Every corporate

server should be accessible to only authorized personnel and
devices.

5.2 Problems

5.2.1 Undesirable Outcome
Unauthorized access to the server: A server that is

accessible to hostile agents.

5.2.2 Threat
Masquerade [Remote login using ID/password]: A

hostile agent may masquerade as an authorized user logging
into a server by illegally obtaining an ID and a password,
then login to the server using the stolen ID and password. ID
and password may be illegally obtained by social engineering
attack, interception, or passwords guessing.

5.2.3 Vulnerability
Undesirable user behaviors: Certain user behaviors

are undesirable, such as posting note with a login ID and
password nearby the computer. Some users may be easily
tricked into revealing their ID and password by social engi-
neering attacks and phishing



Figure 6: Remote Access Masquerading Mitigation Pattern

Figure 7: Cost Driven Mitigation for Remote Access Masquerading

Interceptable ID and password: IDs and passwords
can be intercepted from a repository or during a transmis-
sion if they are stored or transmitted in clear text.

Simple passwords are easy to guess: Simple words,
such as those exist in a dictionary, are easy to remember for
the user, but at the same are also easy to guess and attack.

5.3 Solutions

5.3.1 Undesirable Outcome Recovery
Resetting compromised passwords: Passwords of the

accounts that are suspected to have been compromised may

be reset by the account owner or the account may be dis-
abled by the system.

Positive Consequences

Make (++) cost : This solution should be easy to
implement without additional hardware or soft-
ware cost.

Negative Consequences

Hurt (-) usability : Affected users need to remem-
ber the new password or re-activate the account
if disabled by the system.



5.3.2 Threat Prevention
Use two-factor authentication: Typical authentica-

tion requires the user to provide some forms of credentials,
including what she knows (e.g. a password), what she has
(e.g. a security token), or what she is (e.g. being identifi-
able by her biometrics). Two-factor authentication requires
the user to provide two forms of credentials, which can be
facilitated by technologies such as RADIUS (PCI DSS Re-
quirement 8.3 [30]).

Positive Consequences

Make (++) usability : Two-factor authentications
using security token or biometrics require the
users to memorize little or no information.

Negative Consequences

Hurt (-) cost : Two-factor authentication using
password with security token or biometrics is more
costly than one-factor password based authenti-
cation due to the cost of the security tokens and
the supporting hardware/software, or the cost of
collecting and maintaining biometrics samples.

5.3.3 Risk Transfer
Not available. It is unlikely that ID and password based

authentication could be replaced since it is widely used, cost
effective, and universally supported by most computing plat-
forms.

5.4 Mitigation Selection

5.4.1 Cost Driven Mitigation
Figure 7 depicts recommended mitigating solutions with

an emphasis on the cost of the solutions. Because “Masquer-
ade [Remote login using ID/password]” is AND-decomposed
to “Illegally obtain ID, password” and “Login using stolen
ID, password” sub-problems, only one of the sub-problems
needs to be mitigated in order to mitigate the parent prob-
lem [38]. In this case, only “Illegally obtain ID, password”
sub-problem is mitigated since its corresponding solutions
(i.e. Securing ID and passwords) are less costly than “Login
using stolen ID and password” sub-problem (i.e. Two-factor
authentication for remote access).

The following are the recommended mitigation that should
be used conjunctively:

• Securing ID and passwords, which consists of:

– Strong passwords (e.g. frequently changed non-
dictionary words)

– User education, training, enforcement

5.4.2 Usability Driven Mitigation
Figure 8 depicts recommended solutions with an empha-

sis on the usability of the solutions. For illustration pur-
poses, area 1 in Fig. 8 shows that “Password & Biometrics
two-factor authentication for remote access” is chosen over
“securing ID and passwords”, as the latter would require the
users to memorize frequently changed non-dictionary pass-
words. Similar to the cost driven mitigation, countering only
“Login using stolen ID, password” sub-problem (in area 2) is
sufficient for preventing the “Masquerade [Remote login...]”
problem because of the AND-decomposition [38].

For the usability concern, two-factor authentication using
biometrics is recommended. The label evaluation concludes
that “Confidentiality [Corporate Server]” is weakly satisficed
and “Usability” satisficed.

5.5 Known Uses
Over 700 organizations are using and in compliance with

the PCI DSS [41].

6. MALICIOUS TRANSFER OF SENSITIVE
DATA MITIGATION PATTERN

The Malicious Transfer of Sensitive Data (mitigation pat-
tern) in Fig. 9 is concerned with the confidentiality of sensi-
tive data (security goal) that can be compromised by a ma-
licious transfer of sensitive data to an external host (threat),
a threat that exploits a vulnerability that allows connections
to be made to any external hosts.

The vulnerability of allowing connections to external hos-
tile hosts can be mitigated by building a firewall configura-
tion to restrict outbound traffic to that which is necessary
for the sensitive data environment, to restrict outbound traf-
fic from authorized applications to IP addresses within the
DMZ, and to deny all outbound traffic that is not specially
allowed (risk transfer measures). Alternatively, the mali-
cious transfer of sensitive data (threat) can be contained by
recovering the affected facility that can be achieved by log-
ging network activities, frequently monitoring the logs, and
isolating the affected facility when a malicious transfer has
been detected (containment measures). The stolen sensitive
data undesirable outcome can be prevented from negatively
affecting the confidentiality of sensitive data (security goal)
by not storing complete data or storing the data in a differ-
ent form that is not useful to hostile agents (impact preven-
tion and control). These mitigation solutions have positive
and/or negative consequences against cost and availability
(NFRs).

6.1 Context

6.1.1 Asset
Sensitive data: Sensitive data such as credit card infor-

mation that needs to be protected.

6.1.2 Facility
Internal host, Intranet, Internet, External host:

Internal hosts in the intranet and external hosts in the In-
ternet are involved in a malicious transfer of sensitive data.

6.1.3 Security goal
Confidentiality of the sensitive data: Sensitive data

should be accessible to only authorized personnel and de-
vices.

6.2 Problems

6.2.1 Undesirable Outcome
Stolen sensitive data: Sensitive data may be obtained

by a hostile agent.

6.2.2 Threat
Malicious transfer of sensitive data to an external

host: The threat is composed of two sub-problems: mali-
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Figure 9: Malicious Transfer of Sensitive Data Mitigation Pattern

cious transfer of sensitive data and malicious transfer to a
malicious external host.

6.2.3 Vulnerability
Connection can be made to any external host: A

typical network connection can be made between any inter-
nal host on the intranet and any host in the Internet by
default, for example, via an “ftp” operation.

6.3 Solutions

6.3.1 Impact Prevention
Not storing complete data: certain pieces of impor-

tant information should not be stored with the rest of the
sensitive data, for example, card authentication code should
not be stored (PCI DSS Requirement 3.2 [30]) so that the
rest of credit card information would not be useful to hackers
if stolen.

Positive Consequences

Make (++) cost : No equipment and effort is re-



quired.

Negative Consequences

Break (–) availability : The missing pieces of data
would not be available for other legitimate uses.

Storing data in a different form that is not use-
ful to hostile agents: Information, such as driver license
number, that is needed for authentication purposes may be
stored in a different form, for example, as one-way hashed
values that can be used for the same purposes (e.g. authenti-
cating customers), but would not be useful to hostile agents
if stolen. If the original information needs to be retained,
it may be stored in an encrypted form. The use of hashed
values and encryption are recommended by the PCI DSS
Requirement 3.4 [30].

Positive Consequences

Make (++) cost : No additional equipment is re-
quired

Negative Consequences

Break (–) availability : The missing data would
not be available for other legitimate purposes.

6.3.2 Threat Containment
Recovering the affected facility: Organizations should

maintain an audit trail of network activities (PCI DSS Re-
quirement 10.2 [30]), frequently monitor the facility (PCI
DSS Requirement 10.6 [30]), and isolate the affected facility
when a malicious transfer has been detected.

Positive Consequences

None to other NFRs of interest besides the in-
direct weakly satisficing of the confidentiality of
sensitive data.

Negative Consequences

Break (–) availability [sensitive data] : Legitimate
use of the sensitive data is inconvenient or not
possible if it is not stored or stored with an en-
cryption.

6.3.3 Risk Transfer
Build a firewall configuration to restrict connec-

tions: The risk of malicious connections can be mitigated
by a network firewall configuration that restricts outbound
network connections to those with destinations that are nec-
essary for the sensitive data environment, to those with ori-
gins only from authorized applications, and to those with
target IP addresses in the demilitarized zone (DMZ). The
configuration should also deny all outbound traffic that is
not specially allowed (PCI DSS Requirement 1.3.5 [30])

Positive Consequences

None, other than the indirect weakly satisficing
of the confidentiality of sensitive data.

Negative Consequences

Hurt (-) availability : Unplanned legitimate net-
work connections and data transfer of data would
be restricted.

Hurt (-) cost : Additional equipment such as net-
work firewalls to restrict connections and to pro-
vide a demilitarized zone (DMZ) are required.

6.4 Mitigation Selection

6.4.1 Cost Driven Mitigation
Figure 10 depicts recommended solutions with an empha-

sis on the cost of the solution. In this case, “Not store
complete data”prevents“Stolen [Sensitive data]”undesirable
outcome from affecting“Confidentiality [Sensitive data]”with-
out any associated cost. The prevention is represented by
the denial of the Break(–) contribution between“Stolen [Sen-
sitive data]”and“Confidentiality [Sensitive data]”. Since the
contribution is denied, regardless whether “Stolen [Sensitive
data]” problem is satisficed or not, “Confidentiality [Sensi-
tive data]” cannot be denied [9]. Therefore, there is no need
to counter the “Stolen [Sensitive data]” problem.

6.4.2 Availability Driven Mitigation
Figure 11 depicts recommended solutions with an empha-

sis on the availability of the sensitive data. To mitigate
“Malicious transfer of sensitive data to a malicious external
host” that is AND-decomposed sub-problems, we need to
mitigate one or more of the sub-problems [38]. Because it
is difficult to prevent “Malicious transfer of sensitive data
sub-problem” as it is intentional in nature, we therefore mit-
igate “Malicious transfer to a malicious host” sub-problem
by mitigating its root cause using a firewall configuration to
restrict outbound connections.

The following are the recommended mitigation that should
be used conjunctively:

• Build a firewall configuration to restrict connections
that breaks/– Connection can be made to any exter-
nal host vulnerability. Specific firewall configuration
includes:

– Restricting outbound traffic to that which is nec-
essary for the sensitive data environment

– Restricting outbound traffic from authorized ap-
plications to IP addresses within the DMZ

– Denying all outbound traffic not specifically al-
lowed

6.5 Known Uses
Over 700 organizations are using and in compliance with

the PCI DSS [41].

7. RELATED WORK AND DISCUSSION
Knowledge patterns were first introduced to capture so-

lutions of recurring town and home building problems [3],
which were later adapted for software design [17]. The use
of pattern has later spread to other types of software knowl-
edge including requirements [16] and architecture [45], with
many patterns specializing in the area of software and sys-
tem security [45, 12, 8, 36, 33, 26, 13, 31, 27, 29] for captur-
ing knowledge of security mechanisms such as access controls
at the analysis, architecture, and design levels. Patterns are
also used to capture security problems such as security mis-
uses/attacks [13, 31] to help understand how each problem
could happen. Most of these patterns are represented using
object-oriented notations. Other security patterns capture
security solutions from the perspective of agents and their
collaborations [27, 29], or high-level domain and phenomena
of security problems [25].
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Figure 11: Availability Driven Mitigation for Remote Access Masquerading

Unlike the traditional security/attack patterns that de-
scribe operational level details of specific security mecha-
nisms or attacks, patterns in this paper may seem to simply
list a number of problems, solutions, and their contribu-
tion relationships without much details, in the manner that
may not be considered patterns to some. However, these
patterns capture important broad strategic knowledge of se-

curity that is necessary for making decisions at the organi-
zational or requirements engineering level. The difference in
the level of abstraction leads to the difference in the naming
convention: the traditional security/attack patterns tend to
have more memorable names that reflect the mechanisms or
attacking techniques such as “Role-Based Access Control”
[26] or “VoIP Denial-of-Service Attack” [13] while the names



of the patterns in this papers tend to be more generic. How-
ever, these two kinds of security patterns can be used in an
integrated and complementary manner. For example, the al-
ternative solutions in the strategic patterns may refer to the
operational level patterns. The integrated pattern system
would provide the necessary knowledge to help security en-
gineers make decisions at the strategic level where they can
inspect more details about specific problems or solutions by
consulting the associated operational level patterns.

The non-functional requirements driven tradeoff and sat-
isficing (good enough) seem to reflect some of real-life prac-
tices where organizations do not always aim for maximum
security regardless of other concerns. For example, despite
being a highly secure authentication method, biometric au-
thentication is generally not used by most e-commerce web
sites, due to its high cost and the privacy concern that the
potential customers may have concerning the possession of
their biometric samples by the web sites. But it is noted
that the NFRs based consequences, although desirable, are
difficult to evaluate [11]. They are therefore assigned and
evaluated qualitatively in our patterns. The NFRs driven
selection has been introduced for design patterns and se-
curity patterns [20, 42] as conceptual guidelines, where the
patterns in this paper capture concrete application-specific
selections. The use of security standards as the source of
security patterns has previously been discussed in [35].

During the development of the patterns in this paper, we
found that the integrated goal-oriented analysis of problems
and solutions provides the rationale for why or if a solution
set is adequate. For example, since the PCI Data Security
Standard [30] does not seem to address the social engineer-
ing and phishing attacks, how are organizations assured that
the PCI DSS is adequate in protecting the confidentiality of
credit card information? Figure 6 shows that the user mas-
querading problem is AND-decomposed to illegally obtain-
ing ID/password (e.g. via social engineering) and logging
in using the stolen ID/password. Using goal-oriented prob-
lem analysis, such as the approach described in [38], only
one of of the sub-problems needs to be mitigated in order
to mitigate the parent problem. In the case of PCI DSS,
although it does not seem to address the social engineering
attack, but its two-factor authentication recommendation
could mitigate the logging in using the stolen ID/password
sub-problem. It could, as the result, also mitigate the user
masquerading parent problem. On the other hand, Fig. 9
shows that “Recover affected facility” consists of “Log net-
work activities”, “Frequently monitor facility”, and “Isolate
affected facility” solutions, but PCI DSS recommends only
the first two measures without the measure to isolate the
affected facility, which suggests that PCI DSS recommenda-
tions may be incomplete. This illustrates that goal/problem
based rationale could be helpful in justifying and ensuring
that the recommendations in security standards are sound
(i.e. why the recommendations can mitigate certain prob-
lems) and complete (i.e. adequate recommendations to mit-
igate certain problems).

The patterns in this paper were modeled using the RE-
Tools [1] that supports Problem Frames [23], the NFR Frame-
work [9], and the Problem Interdependency Graph [38] no-
tations used in this paper, as well as other related notations
including the i* Framework [46], and KAOS [10]. Many of
the notations are closely related. For example, the NFR
Framework was originally embraced by the i* Framework

[46], which was later adopted by Tropos [7], which in turn
became the foundation for Secure Tropos [19].

8. CONCLUSION
In this paper, we have presented security mitigation pat-

terns that use goal-oriented techniques to capture and relate
security context, problems, and alternative mitigating solu-
tions with recommendations that based on different organi-
zational goals such as non-functional requirements (NFRs).
Three specific patterns have been presented using the TJX
largest credit card theft in history as a case study.
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APPENDIX
A. A LABEL EVALUATION CATALOG

Figure 12 shows a catalog of goal/problem label evalu-
ation under the closed-world assumption [34]. The label
is propagated upward based on the label of the offspring
goals/problems (e.g. satisficed, denied) and the contribution
against the parent goal/problem (e.g. Make/++, Help/+,
Hurt/-, Break/++).



Figure 12: A Goal/Problem Label Evaluation Catalog


