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ABSTRACT

The growth in computing power has enabled the storage antyana
sis of large volumes of data. Monitoring the Internet acqesfiles
of millions of users has become feasible and also econolyical
crative. The interesting thing here is that it is not only thieoks
who are interested in privacy intrusion, but governmentrees
also have vested interest in profiling the population maéés pa-
per describes 4 design patterns that can aide the decisiddnga
process for the designers of privacy protecting systemesd kle-
sign patterns are applicable to the design of anonymityesgstfor
various types of online communication, online data shariaga-
tion monitoring, voting and electronic cash management.

Categories and Subject Descriptors

K.4.1 Computing Milieux Computers and Society: Public Pol-
icy Issues; D.2.11 SoftwareSpftware Engineering: Software
Architectures—Patterns

General Terms
Patterns, Privacy, Security

Keywords

Privacy, Anonymity

1. BACKGROUND

According to Wikipedia, privacy is the ability of an indiwidl or
group to keep their lives and personal affairs out of pubiéw or
to control the flow of information about themselves [36].vBdy
is most highly valued by people who are publicly known; busit
also coveted by people just because they do not want to tein th
activities into a public spectacle. A closely related temptivacy
is anonymity. However, in the real world, people do not mean t
be anonymous in order to retain their privacy. Rather pyiviac
considered to be the choice that a person has to disclosdehts
activities.

An average Internet user performs a significant amount of com
munication and transactional activities daily. Users gateat
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length to secure their activitieg.g. encrypting data packets to
make them confidential, adding a hash value to prove thatatee d
packets are not tamperedc. These protect the application con-
tent, but still a lot of information can be harvested aboutessage
sender (and maybe message) by monitoring his message gendin
habit. The growth in computing power has facilitated thisvéty.
Other than concealing Internet activities, privacy issaesimpor-

tant requirements for many systems. For example, in anretdct
voting system, it is imperative that a vote cannot be tracat land
correlated with the voter.

The common approach to concealing information is obfusnati
However, the obfuscation mechanism would have to retaimshe
ability of a system. For example, suppose the sender of ail ema
uses an obfuscation mechanism to hide his identity. Butahigp+
ient of the email has to be able to reply to the sender. Thesebfu
cation mechanism would have to be such that it allows thigchas
requirement.

This paper discusses these issues involving the desigrivatpr
preserving systems. The four privacy patterns, describéus pa-
per, are part of a larger piece of future work on privacy pati¢hat
has nine patterns in total. These patterns are applicatletde-
sign of anonymity solutions for various domains. The baokgd
section presents a survey of the privacy patterns, and ttosndes
a short description of the patterns in this paper and thetaigce
of work. The section also covers the basic concepts of priaad
list the conventions used in the paper.

1.1 Related Work

There has not been a lot of work on Privacy Patterns. Markus
Schumacher covered two privacy patterns in the seminal pape
The Protection against Cookiepattern describes how to control
the cookies in a web client. THeseudonymous Emahttern de-
scribes the mechanism of a pseudonymous email delivergrayst
Till Schummer, in his paper that deals with information filtg in
collaborative systems [30], described patterns that btbekrans-
mission of personal information. Sadicaf.al workshopped one
privacy pattern in PLoP 2005 [28].

In 1997, Goldbergt.al[14] wrote the classic survey paper of pri-
vacy preserving systems and related issues. Goldbergviedaip
this work five years later [13]. Pfitzman and Waidner desctithe
basic concepts of privacy in their 1987 paper [24]. The 1988ep
on Crowds system [26] contains a detailed description ofsumea
ing privacy.

1.2 Privacy Concepts

According to Pfitzman and Waidner [24], there are three tgbes
anonymity properties - sender anonymity, receiver anotyrand
sender and receiver unlinkability. Sender Anonymity metias
the identity of the party who sends the message is hiddens Thi



does not require the message to be encrypted. A plaintextxages
that does not have any trace that can be used to link it badieto t
sender does not provide data confidentiality, but provigesisr
anonymity. Receiver anonymity means that the identity efris
ceiver of a message remains hidden. Sender and receivakamli
bility means that though the sender and receiver can beifideras
participating in some sort of communication, they cannatdree-
lated to participate in a conversatidre( communicating with each
other).

Pfitzman and Waidner [24] also classify the attackers agains
whom the privacy properties would be achieved. A local eaves
dropper can observe all (and only) communication to and fitwen
user’'s computer. A more powerful eavesdropper can monitor a
the data traffic in a local network. A hypothetical global esv
dropper is omniscient of all the activities in the networlaiglobal
scale. Adversaries can also be classified as active, semeishand
passive. A passive adversary just monitors the packet.ei$ dot
manipulate the data packets flowing through it like the actid-
versary. A semi-honest adversary follows the network maitand
appears to be honest, but the adversary manipulates thegthro
traffic. Adversaries can work on their own, or they may beuabll
ing.

Reiter and Rubin [26] added a third aspect of anonymous com-
munication: the degree of anonymity. The degree of anonyiwit
described informally as a continuum with the following psin

e Absolute Privacy. There is no way to violate the privacy of
a user.

Beyond Suspicion.The user is no more likely to be related
to a message than any other user of the system.

Probable Innocence.From the attacker’s point of view, the
user appears no more likely to be related than not to be re-

lated with a message. This is weaker than beyond suspicion.

Possible Innocence. This is weaker than probable inno-
cence. From the attacker’s point of view, there is a nonaliv
probability that the person related with a message traffic ca
be someone other than the person in question.

Exposed. The attacker can correlate the message with the
user. This is the default degree of anonymity form most
transactions in the Internet.

Provably Exposed. The attacker can not only identify the

Hidden Metadata.

Hide the meta information associated with data contentréhatal
information about sensitive data content.

Layered Encryption.

Use a sender-initiated packet routing scheme and encrgpldta
packets in multiple layers so that the intermediaries omlyehac-
cess to a particular layer and use that information to rdw@@éacket
to the next hop.

2 primary mechanisms for developing anonymity solutions

Anonymity Set ‘ Hidden Metadata

Hiding correlation Creates data cover

between input and

output data
‘ Morphed Representation ‘
Improves Latency of

Adding Encryption
Layered Encryption Batched Routing

Keeping data ‘\

S S . 2 ways to make

Alstmgwshable };iizlggsall routing decisions
Constant Length Padding '/’/
Delayed Routing
Constant Link Padding

Figure 1: Privacy patterns in the catalogue and their relaton-
ship
Cover Traffic.

Keep a dummy traffic flow between anonymity preserving nodes t
create a decoy for actual data traffic.

correlation between a user and a message traffic, but also can

prove it to someone else.

1.3 Privacy Pattern Catalogue

This paper is part of a larger future project that lists nime p
vacy patterns. We present a summary of the patterns in therlar
catalogue. Figure 1 provides an overview of the patternstlaeid
relationship.

Anonymity Set.

Hide the data by mixing it with data from other sources.
Morphed Representation.

Change the representation of the data when it is passingghran

anonymity providing node so that outgoing data cannot Heetin
with incoming data.

Batched Routing.

In a mix based system, collect the input data packets and thigen
collection reaches a threshold output all the data packgtther.

Delayed Routing.

Add random delays to the incoming data traffic of an anonymity
preserving node to thwart the timing attacks.

Constant Length Padding.
Add padding to data packets to make them of same length.

Constant Link Padding.

Distribute data traffic equally among all the outgoing nofiesn



an anonymity preserving node.

1.4 Conventions used in the paper

The fictional characters Alice, Bob and Carol are used toerepr
sent parties communicating in the Internet. Server M andese

Anonymity Set Anonymity

are used to denote a typical origin server in a web browsipg-ap Intent.

cation or a typical MTA in the message recipient’s domairhath
cases the ultimate recipient of the message traffic. Theacteas
Mallory and Eve are used to denote adversaries.

Hide the data by mixing it with data from other sources.

Also Known As.

When describing messaging systems, the terms sender and reProbable Suspect.

cipient, and input and output are used interchangeably. riithe

anonymity system is considered from an end-to-end perispect Motivation.
the terms sender and recipient are used to denote messafg¥ sen The Athenian Mistake. In a message communication scenario,

and message recipient respectively. When the anonymitgrsyis
considered from the perspective of the anonymity providinde,
the term input is used to denote the incoming traffic of theenod
and the term output is used to denote the outgoing traffic ef th
node. The term anonymity providing node signifies the artifiaat
is deployed in the network to provide anonymity service.

Several figures in the paper illustrate the transformatioteta
traffic in the Internet. A typical data packet is shown in fig@r

Encryption

Figure 2: A typical data packet

the content of the message is not always important. Merelyettt
that a sender is sending a message can reveal importannifor
tion. Suppose there are two regions Athens and Sparta, that a
going through troubled times. The threat that one can laarquie-
emptive attack on the other is imminent. The Athenian armgchi

a veteran cryptographer who devises an unbreakable cifter.
intelligence branch of Sparta has not been able to decrigtth
pher scheme, but they have under-cover probes that let them k
who is sending message to whom, a correlation that the Adheni
army is not choosing to conceal.

Deep into one night, Athens decides to launch the attack ¢lke n
morning. Suddenly there is a flurry of messages passing among
the chain of command of the Athenian army. Spartan inteilige
picks up the information that suddenly the Athenian Gesdnale
become active late into the night. They mobilise their arimt t
night. Athens was not prepared for the counter-strike. Thege

A data packet has a header and a body. The packet header conthe battle.

tains the identification of the sender and the recipient angsed
for routing. The packet body contains the actual data, ttet an

Protected Health Information. Health Insurance Portability and
Accountability Act (HIPAA) [34] of 1996 defines the appropie

may not be encrypted. Data encryption is shown with a coating Way to handle Protected Health Information (PHI). For resiea
around the packet. A packet encryption or a packet body shown purpose, Cure Clinic is releasing its PHI about cancer mistto

with a different hatching pattern means the representaifane
packet has changed because of new encryption/encoding.

Acme Laboratories. Let us suppose that Cure Clinic was keepi
the patients’ name, birth date, sex, zip code and diagrsosaord.
To protect privacy, Cure Clinic does not release the naménef t
patients. The birth date, sex, zip code and diagnosticsdsare
released. Acme Laboratories is doing the research on ttabpile
ity of cancer attack on a particular age group and sexuahtatien
over the people of a particular locality. So all the data fietloat
are released are important for the research. Mallory is écioas
worker at Acme Laboratories who wants to unravel privaterinf
mation from this data. Mallory goes to the city council of atfga
ular area and gets a voter list from them. The two lists arehneat
for age, sex and locality. Mallory finds the name and addr&es-i
mation from the voter registration data and the health mfdion
from the patient health data.

Context.

You are designing a system to protect the privacy of the u3éris
system will maintain sender and/or recipient anonymity mes-
saging scenario. Although this is an important applicatoea,
the context is not limited to messaging only. The contex ais-
tails other scenarios like anonymity in a location trackaygtem,
anonymous voting in an electronic voting system, or anobymi
preserving data sharing in a data publishing system.

Problem.

It is difficult to ensure sender and recipient anonymity dgnines-
sage communication. The only concern of traditional séga-
proaches is to protect data content. This does not hide theage



path from the sender to the receiver and thus the anonynityns
promised.

In an electronic voting system or an online voting systera,sys-
tem should protect the privacy of the voters by not reveativair
vote.

Similarly, a user may want to hide his information from a lboa
tracking system. This may be because the location traclenge
is offering some context-aware service based on user tocatit
the user is not interested at the moment, or may be becaussdhe
is not trusting the location tracking system, or may be bsedhe
user does not want to reveal his private location infornmagiball.

When private datasets are released, the private data dimositib-
jects may be exposed. The released dataset has to be stifficien
rich in order to be useful, but it also should protect the guriv of
the entities.

In all the cases, the general problem is to ensure the antnymi
How can the anonymity of an entity or a personal informatien b
retained?

Forces.
The forces that need to be considered when choosing to use thi
pattern are as follows.

1. User Count. The number of users using an anonymous mes-
saging system may vary with time. This fluctuation may depend
on operational hours, user interests. If the user flow is low, the
solution does not work because there are not enough caeditiat
create the anonymity set.

2. User Friendliness. Users should be able to use the privacy-
enabling mechanisms with minimal alteration of their pnigniask.

tween the sender and the recipient. This can be done by retwor
intermediaries called mix networks that mix the messageirgm
from one source with messages coming from different othercss.
Once the data packet from the sender passes through onesef the
filters, itis indistinguishable from other packeitg(sender anonymity).
The anonymity set is the set of messages from different ssurc
Figure 3 illustrates this solution. Alice’s data is colledtat the

mix node and mixed with Bob and Carol’s data.

For recipient anonymity in message communication, brostdte
message to all users or send the message to a message peaal inst
of one single recipient. The recipient will view the messéke
everyone else but an adversary will not be able to tell who tha
message is for.

Alice's Data Packet

[ATIII

Anonymous Data Packet

-

Server N

Figure 3: Sender anonymity in a mix network

Use the same idea for sender anonymity in a location mondgori
system. Install the abstract obfuscation mechanism in @meg
Agents are identified by pseudonyms in the location trackiyey

If the users have to adapt a lot to achieve anonymity, they may tem. Once an agent enters the region where the obfuscation-me

start judging where they should have anonymity. This wayet's
misjudgment can sometimes reveal private information.

3. Data Usability. An anonymous data set has to be usable. One
extreme of achieving anonymity is not to release any dataghu
viously this is not a usable scheme.

4. Performance.The privacy retaining operations should not be-
come a performance bottlenedle( latency, bandwidtletc). For
anonymous messaging, the system should be usable in lawcyate
usage scenarios, like web browsing.

5. Law EnforcementLaw enforcement agencies might require that
the anonymity solutions sometimes lift their anonymity @oto
investigate on crime suspects. This would prevent a maigciser
from abusing anonymity.

Solution.
Mix the private information with other information so thaet pri-
vate information is not distinguishable from other infotoa. Cre-
ate a set of equally probable information and hide the udermira-
tion by making it a part of the set. This set is called the anaity
set. If the size of the anonymity set is large, it will ensurersger
privacy.

anism is installed, he is given a different pseudonym. Ifahare

multiple agents in the obfuscation region and all of thempado
different pseudonym upon entry, then the agents in the negie-

ate the anonymity set at a particular point of time. Once tents

come out of the region, their new pseudonyms cannot be ateckl
with the old pseudonyms.

In an anonymous voting system, a voter’s vote is passeddghran
obfuscation mechanism where it is mixed with other votesthrd
generated outcome leaves no trace that can be used to linkttdre
with the vote.

When releasing private data sets for public use, changetfie
values of attributes that might reveal private informatiormore
generalized values. If the dataset has a specific gendemniafo
tion, change the values of gender (male/female) to morergkene
values (person). Also partition the attribute domain sgawgpro-
vide partitioned information rather than exact informati&or ex-
ample, if the dataset has specific age information, creaeBmps
and convert the dataset such that the specific ages areadpldtt
age groups. What this mechanism is doing is that it is crgatin
anonymity set so that one row in the dataset becomes inglissh-
able from another.

Design Issues.

For message communication, create an abstract mechanisedne
the message sender and the recipient that hides the cnnebet

Size of the Anonymity Set. The size of the anonymity set will
determine how good the obfuscation will be. If the set is $tfan



correlation between input and output of the obfuscationhapism
can be determined with higher probability. If the anonynsigy has
only one element, then the privacy is provably compromised.

Latency. In a messaging scenario, the mixing mechanism might
stall the data traffic to wait for enough data packets to asivthat

the mixing can be done effectively. This means that the tater

the data flow increases, which might make it unusable in a low-
latency messaging scenario like web browsing. Differemtisgies
can be taken to counter the latency issue. The required elegre
privacy is scenario specific, and based on that the designeden-
tify the trade-off between privacy and performance.

Usability of Information. In the case of dataset release, absolute
data obfuscation is possible by replacing all the specifiibate
values with more general values. But this way the datasets ma
not be useful. For example, if a research is interested imtpact

of sexual orientation on cancer attacks and the datasetées b
anonymized in a way that all the gender values are replactdavi
more general 'person’ value, then this dataset becomesassiir
the research purpose. So an anonymity protection mechaham
retains the usability of data is required.

Consequences.
The pattern has the following benefits.

1. Privacy. The obfuscation mechanism ensures that private in-
formation is not easily compromised. Not all mechanismyiple
absolute privacy, but they ensure that the attacker wilehavdo
more work to break into the system’s sensitive information.

2. Freedom from User ProfilingBusiness entities are interested in
user profiling to make smart advertisements. Users may nattewa
be bothered by these marketing suggestions. An anonymaus us
is free from such user annoying sales mechanisms.

3. Minimal user involvementThe users do not have to modify their
normal activities to get anonymity service. The serviceravjued
by proxies resident at the user end and the intermediariéisein
network. Usability is improved because of this transpayenc

The pattern has the following liabilities.

1. Performance. In the messaging domain, when the system is
waiting for enough probable suspects to arrive to mix wittom-

ing traffic, the users experience increased latency. Coaffictcan

be used to create dummy probable suspects. But maintenfiace o
cover traffic flow is expensive in the bandwidth. Also the mixias
might employ a batched transaction strategy that causdstfiaf

fic out of the anonymity nodes. In that case, bandwidth bescme
big factor.

For data anonymization, it has been proven that generalatata
fuscation mechanism is NP-Hard [20]. In a location anonymit
system, adding effective obfuscation mechanism (by inicoty
cover traffic) is very computation extensive.

2. Usability of Information. Too much data obfuscation can un-
dermine the usefulness of data. In the case of private dgiabe
lishing, if all the attributes of the dataset are anonymigech that
they retain privacy, the resultant dataset may not be usefall.
Queries of finer granularity (that may be important for theearch
for which the dataset was made public initially) can not hees.

3. Abuse of PrivacyAnonymity systems are open to abuse by ma-
licious users. An anonymous sender might be encouragedtb se
a hate mail in a public forum showing his ethnic bias. Seresiti
information about a person can be posted anonymously to com-
mit a smear attack. Terrorists might want to use the anorymit
mechanism to communicate between themselves. Strongpriva
guarantee for the end user makes the task of crime-fighting ve
difficult.

Known Uses.

The Mix based networks [5] are based on the idea of mixing the
incoming data traffic from one user with the data traffic cagnin
from other users. Each mix has a public key which is used by the
message senders to encrypt the message between the uske and t
mix. The mix accumulates these messages, decrypts theion-opt
ally re-encrypts the messages and delivers them to the qudbise
node. If there is a sufficient amount of input data packet fdin
ferent sources, the mix ensures that the sources can natke li
with the data packets once the packets come out of the mixsUse
should not trust only one mix. Instead, they should send thata
through a cascade of mixes. In this way, weak anonymity is pre
served even if some of the mixes are honést (not run by an
adversary). The first widespread public implementation dfes
were produced by contributors of the Cypherpunks mailisif #].
Then Mixmaster [8] and Babel [16] were based on the mix net-
work idea to send anonymous emails. These systems are oalled
mailers. Mixmaster was a Type Il remailer (Cypherpunks lieara
were Type | remailers). Mixminion [9] is a Type Ill remaildnat
addresses the problems of previous generations of rembikethe
sophisticated flood and trickle attacks. The types assatiaith

the remailers generate different generations of theseilenha

Onion Routing [15, 33] systems are based on mixes but they-lev
age the idea of mixes and add layered encryption. Onion Rgulti
systems have better latency values than mix networks aneftine
are more applicable in a web browsing scenario. Crowds [6] i
another system that provides low-latency data anonynoizatits
approach is different from onion routing or mix schemes. ejler
every node in the network is similar and every node can eftirer
ward the data packet to another node in the network or send the
request to the end server based on a probabilistic coin Tsss
every node is a probable suspect of being the originator.hig t
way, Crowds provides plausible deniability for the messsayaler.

Hordes [31] uses multicast routing where every respondesr&e
ery message. This provides recipient anonymity.

The Votegrity system based on by Chaum’s secret-ballotpec]
and the VoteHere system based on Neff’s secret shuffle gigof21]
use the concept of mix networks for mixing the votes.

Mix zone [3, 4] is the same concept of mix networks taken ihto t
domain of location anonymity. The mix zone concept was added
with the Active Bat [35] system to provide location anonynit

The principle of k-Anonymity [32] was introduced by Latarfyaveeney
for publishing of secret data. The sensitive informatioa itataset
is obfuscated by replacing them with a more general infoionat

Related Patterns.

MORPHED REPRESENTATIONIS used with AVONYMITY SET to
hide the correlation between incoming and outgoing traffics



Morphed Representation Sender Anonymity

Intent.
Change the representation of the data when it is passingghran
anonymity providing node so that outgoing data cannot Heetin
with incoming data.

Also Known As.

by batching a number of ingress packets before releasinggtie
ets. However, if the mix concepts do not obfuscate the datteog,
the incoming and outgoing data packets have the same repaese
tion and they can be correlated trivially. This compromisesder
anonymity as the packets can be linked to the packet geméfrato
adversary has enough capability to trace the packet pakibaice
sender. Also the packets can be traced to the recipient amtbise
and receiver unlinkability is compromised.

How can the representation of the data be obfuscated?

Werewolf, Gate of Heaven, Dr. Jekyll and Mr. Hyde, AmoeboidFgrces.

Shape.

Motivation.
The unsuccessful mixAlice, Bob and Carol are using a mix based
system to communicate over the Internet. Alice sends hex dat
through a node in the network where it gets mixed with the data
coming from other source®.g. Bob, Caroletc). Figure 4 shows
that Mallory is a passive observer of the mix network and shets/
to find out all the correspondences of Alice.

o
|
4 Alice's Data Packet ??
/ ~N

Mallory AN
"
LA

Alice's Data Packet

(AN

~

Server M

Figure 4: The unsuccessful Mix network

Alice encrypts her data with the public key of the recipiantthis
case server M) to keep it confidential. The mix network reggiv
Alice’s packet, waits for other packets to arrive and thdeases
a bunch of packets together. However, the incoming and mggo
packets have the same data fields, hence it is easy for Matory

This pattern addresses the following forces.

1. Packet CharacteristicsThe size and content of the data packet
separates one packet from another. It is highly improbaié t

the size and content of two packets would be the same because
timestamps are associated with packets. Even if the ddteitise
packet is protected by encryption, the encrypted contedtsie

of packets reveal the correlation of the outgoing packeth thie
incoming packets.

2. Scalability. The Mix networks should be scalable. A PKIl infras-
tructure should be established between the participatag® (.e.
mix nodes and end nodes) such that symmetric encryptiondays
be exchanged during data transfer.

3. Confidentiality of DataData flow in the network is encrypted to
retain confidentiality of content.

4. Data Corruption. The mix nodes should not change the data
content, only change the representation of the data cotatewhieve
unlinkability.

5. Type of Adversary.A global, passive adversary monitors the
data traffic in the network and does not manipulate the datteot
Active adversaries may control the mix nodes. Mix nodes ¢sm a
be controlled by passive (or semi-honest) adversariesititare to
the mix protocol but only monitor the data content passimgugh
the node.

6. Performance.The privacy retaining operations should not be-
come a performance bottleneck. For anonymous messagiag, th
system should be usable in low latency usage scenarioswiéke
browsing.

find out who is sending which packet. Mallory can profile every Solution.

one’s messaging habit very easily.

Context.
You are designing a mix based system to protect the privatyeof
users. You want to have sender anonymity and sender andeecei
unlinkability for the communicating parties. The mix basydtem
can be a mix based filter in the Internet messaging domairighat
used for email messaging or web browsing.

Problem.
Mix networks combine the data from a sender with the data com-
ing from multiple other sources and send them together. mhe i
coming data packets carry the data content. They also hatae me
characteristics associated like the time of packet geioarahgress
order of packetetc. The mix network obfuscates these meta-
characteristics by adding random delays to the ingressepscér

Change the representation of the incoming data packet fiath t
the outgoing packets look different from incoming packethe
incoming packets are encrypted using a key shared between th
sending node and the mix node. At the mix node, decrypt thiegbac
and then re-encrypt it with the key shared between the mie aodl

the subsequent node.

Figure 5 shows the message transfer between Alice and Sérver
Alice encrypts her packet with a shared key between her amd th
mix node. The mix node decrypts the packet and then re-etscryp
it with the shared key between the mix and server M. Mallory is
monitoring the network and she cannot identify the packetabse
the packet do not look the same.

Use symmetric keys for encryption to avoid the expensivenary
key operations. The nodes set up a key share with all its heigh



during the setup phase.

~N
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Alice's Data Packet

A

N f—
// Mix Network) Encrypted with the

key between the

m Encrypted with the

Alice key between Alice
and the Mix

Mix and the E

subsequent node ~ Server M

Figure 5: Data packet morphing at a Mix node

Design Issues.

Key Sharing. The nodes in the network have to establish a sym-
metric key share with their neighbors. This symmetric kegreh
can be established using public key certificates. Howekerge-
ployment of a global PKI infrastructure is an additional tead

for the scheme to be successful. To avoid the use of public key
based key share establishment, lightweight secret shacimgmes
like Diffie-Hellman key exchange [10] can be used.

often done beforehand to avoid the overhead during datafean
There are several trade-offs to consider to determine fatntie

of the symmetric key share. If the symmetric keys are usea for
long time then the system becomes vulnerable to brute fataela

on the key. If the keys have a short lifetime then the key setup
overhead would be considerably high. Public keys can bebtlira
but they would involve a high computational overhead.

2. Denial of ServiceThe active adversaries controlling the mix can
drop the packets and create a denial of service scenaridioWit

the presence of a network management component, it would be
very difficult to find the misbehaving node.

Known Uses.

The Mix based networks [5] are based on the idea of mixing the
incoming data traffic from one user with the data traffic cogin
from other users. To hide the correlation, the incoming dathe

mix network is decrypted and then re-encrypted so that thessg
traffic and the ingress traffic cannot be matched. Remailesed

on the mix network principleg.g.the Cypherpunks mailing list [7],
Mixmaster [8], Babel [16], Mixminion [9ktc, follow this pattern

to hide the correlation between incoming and outgoing packe

Onion Routing [15, 33] systems are based on the concept @famix
but they have better latency values than mix networks anthere-

fore more applicable in a web browsing scenario. Private web
browsing systems for peer-to-peer communication thatipecanonymity
following this pattern include Morphmix [27], Tarzan [1&fc.

End-to-end encryption. Since the packets are decrypted and reRelated Patterns.

encrypted in the mix nodes, confidentiality might be compsa

if the data is in plaintext after the decryption. In that cesen a
semi-honest adversary running the mix node can comproreése t
privacy of sender and recipient and the confidentiality ef data.

To avoid this, data has to be encrypted end-to-end. The sende
encrypts the plaintext content with the public key of thenuitte
recipient and then uses the symmetric key share to routsoiigin

the intermediaries.

Size of Neighbor SetThe scheme depends on all the nodes keep-
ing a symmetric key share with their neighbors. A large list o
neighborsi(e. a large anonymity set) would ensure better anonymity
because the node has many options to choose from for theaext h
However, a large list would add maintenance overhead of kases
tables.

Consequences.
The pattern has the following benefits.

1. Privacy. The sender enjoys improved privacy because the repre-
sentation of the data changes at every intermediate nodanghes
adversary can break the anonymity if he can observe the rletwo
globally which is fundamentally infeasible. The mechanisralso
safe from colluding adversaries unless they are distribgkebally

and control the whole network. As long as there is one honest m

it will obfuscate the correlation between input and outpatadraf-

fic.

The pattern has the following liabilities.
1. Performance OverheadPerformance overhead comes from two

things - overhead of creating symmetric key shares and eaerh
of cryptographic operations at each mix node. The key sbasin

MORPHED REPRESENTATIONIS used with ANONYMITY SET to
hide the correlation between incoming and outgoing traimme-
times the data traffic is encrypted witlARkERED ENCRYPTIONSO
that MORPHEDREPRESENTATIONdOes not compromise data con-
fidentiality.



Hidden Metadata Sender Anonymity

Intent.
Hide the meta information associated with data contentréhatal
information about sensitive data content.

Also Known As.
Header Manipulation, Anonymization Proxy, Anonymizat{®ate-
way, Blurred ldentity, Pseudonym Hopping.

Motivation.
Exposure. Alice is suffering from a medical condition and she
wants to find some information about it. She visits the websit
www. di shonest - medi cal - websi t e. or gthatis controlled
by Mallory (figure 6). While Alice is visiting the website, Mary
secretly gathers Alice’s email address, geographicatimeacom-
puter type, operating system, web browser, previous webvgt
ited etc. Mallory is gathering these information about Alice even if
Alice does not accept cookies, which is primarily used fafiting
browser behavior. Mallory analyzes the HTTP_USER_AGENT,
REMOTE_HOST, and HTTP_REFERER variables, which almost
all web browsers provide to each site visited as part of th@PT
protocol.

HTTP_USER_AGENT reveals the user’s browser software, whic
the remote web site could use to generate web pages spdgifical
tailored to the browser’s capabilities. However, both Mafe and

IE also includes the user’s computer type and operatin@sysis
part of this variable.

&
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Figure 6: Compromised Anonymity by Header Matching

The REMOTE_HOST variable reveals the Internet addresseof th

providers (ISPs) reveal the identity of that ISP, which imtxeveals
their geographic location. Mallory then performs a ‘whd@kup
from the InterNIC database to find and report the physicatesd
associated with the user’s Internet host.

The HTTP_REFERER variable reveals the previous page dibite
Alice. All of these informations are provided without Alisecon-
sent or knowledge and thus is a threat to Alice’s privacy. |zl
also combines the data with another publicly-accessiblabdae
such as a phone directory, marketing data, voter regisirdist,

etc. She gains a significant amount of personal data on every visi-
tor to her pages. All of this information-gathering is acqdished
without Alice’s authorization or awareness.

Other than the application layer protocol attacks, the gatkets
carrying the request from Alice to the end host are also valvie

to inspection by a global passive eavesdropper Eve. Thesesa
contain the IP addresses for routing. Figure 6 shows thaeAs
sending the packets through a Mix network along with othersis
Bob and Carol. The input data packets to the mix are encrypted
The mix decrypts the data, re-encrypts it and sends themfeut a
ter adopting a mix strategy. However, the IP addresses iassdc
with the data packets are needed for routing. Eve does nat hav
access to the data content and because of the mix networkiisgni
and morphing mechanism she cannot correlate the input apdtou
packets based on data content. But with the use of the heatiers
can easily identify which message is coming from Alice.

In and out. Alice and Bob are in a location tracking system where
they want to anonymize the information of their whereabottse
system has regions called the mix zone that work on the jpfiof

mix network. Once multiple agents enter the region and tloamec

out it should be impossible to identify the agents. The sydtas

a handle for all the agents. The handle acts as a pseudonym for
the agent. Suppose Alice has the pseudoagent12345nd Bob

has the pseudonyagent12346Now agent1234andagent12346
enter the mix zone and come out. However, they still retadir th
pseudonym and therefore are trivially identified.

Context.

You are designing a system to protect the privacy of the u3éis
system will maintain sender anonymity in a messaging st@nar
Although this is an important application area, the contextot
limited to messaging only. The context also entails othenados
like anonymity in a location tracking system or anonymitgserv-
ing data sharing in a data publishing system.

Problem.

Any metadata associated with the data traffic in the netwerkals
information about the originator of that data packet. Thekpa
headers are used for information routing in forward andnsveli-
rection. The information in the packet headers like IP askie
reveal private information about sender’s identity andrtleca-
tion.

computer making the request for a web page. Let us assume that

Alice is running a single-user workstation. The computiléntity

may be the key to an enormous source of personal information.

Using the Unix ‘finger’ command, Mallory can identify the A&'s

full name, email address, and even phone numbers. Evercié Ai
accessing the web via a large commercial provider such as AOL
from behind a corporate firewall, the REMOTE_HOST field résea
that the user is an AOL member or an employee of that particula
company. People who access the web via local Internet gervic

In the spatial mix zone based location anonymity systemagiesits
are identified by their pseudonyms. If the pseudonym of amtage
entering the mix zone and the agent exiting the mix zone nemai
the same, a location monitoring system can successfullglete
the outgoing agent with the incoming agent.

When private databases are shared for public use, obfascagch-
anisms like k-Anonymity [32] are applied on the database¢ate



anonymity set. This anonymity set is compromised if infotiora ~ Solution.

can be revealed by using meta-information associated hatdata.
Fow example, the sort order of a table in the database candae us
to compromise private information. If there is a patient medical
database whose last name starts with Z, and the patientedaté
sorted by last name then that person’s information shoypeapin
the last portion of the database. If the sort order is rethithe data
obfuscation may be unsuccessful.

How can the meta-data associated with the data content berifid

Forces.

The forces that need to be considered when choosing to use thi

pattern are as follows.

1. Anonymity ServicdJsers might be sensitive about some of their
Internet browsing behavior and do not want these behaviobe t
associated with their profile. For some other browsing #ids
users might be apathetic to the fact that they are being edoflh
some cases users might be willing to be profiled over a long tim
so that they can get customized service experience.

Obfuscate the metadata associated with the data. For theraweb-

ing domain, create a middleman between the request sender an
the recipient that strips off identity-revealing metaalétom the
packet headers. The sender submits the request to the middle
man that acts as a proxy. It submits the request to the retipie
on behalf of the sender, but removes the values from the iegs |
HTTP_USER_AGENT and HTTP_REFERRER from the header.
For email messaging, use a remailer that strips identifhieader
information from outbound email messages. Hide the medatiat

do not hamper message routing or the service provided bynithe e
server upon receiving the message.

For the location anonymity domain, strip off the pseudongsoai-
ated with an agent when he enters the mix zone. Assign aefiffer
pseudonym to the agent when he comes out of the mix zone.

For privacy preserving data sharing, scramble the sortidgroof
the data in the table. Remove any other meta-informatiotnén t
data that can compromise the privacy.

Design Issues.

2. Routing. Packet headers are used for routing. Stripping off
packet headers would make it difficult to route the requedto A
the response from the recipient has to be sent back to thesequ
originator. If the header is irretrievably tampered, tHemresponse
cannot be routed back to the originator. Encrypting packeatlers
do not work either because, the intermediate mixes havedesac
the packet headers for routing. If a mix is controlled by an ad
versary, the plaintext header information at that node doeveal
sender identity.

3. Performance.The system should not have complex operations
that add to the latency in a messaging system. The systertudieu
applicable in a low-latency messaging domain like web bhogs

4. Type of Adversary.A global, passive adversary monitors the
data traffic in the network and do not manipulate the dataertnt
Active adversaries may control the mix nodes and maniputate
through traffic. Mix nodes can also be controlled by passare (
semi-honest) adversaries that adhere to the mix protodabridy
monitor the data content passing through the node. The satyer
has access to other third-party data sources that he can udert
information.

5. User ConsentMost of the web browsing information are gath-
ered without users’ consent. The technology underlying vets-
ing makes it possible for web sites to collect varying amsuoft
personal information about each user. Although it is imgatrthat
the consumers have the right to be informed about the prigady
security consequences of an online transaction beforeiegiato
one, current technology does not provide any mechanisnfooen
this user right.

6. Payment for Privileged Servicélsers are sometimes willing to
pay for privileged anonymity service for their sensitivdadaThe
privileged service would involve lower latency in data sanission
and better anonymity.

Storage of State Information. The anonymizer should keep track

of the changes it has made to the sender’s request headerisThi
needed to forward the response back to the sender. This can be
stored in a table-based storage with hashed key, or a datilihs
anonymizer controls large amount of traffic. The anonymizexy
should also keep the states to prevent replay attacks.

Traffic Analysis of Anonymyzing Proxy. The ingress and egress
traffic of anonymizing proxy can be monitored, and privacy ba
compromised if the anonymity set is small. The anonymizer ca
adopt mix technologies to prevent against these attackso, Athe
sender might submit traffic to the anonymizer through a mix ne
work or onion routing portal to achieve stronger anonymityaig
antee.

Trust Relationship with the Anonymizer. The users should estab-
lish a trust relationship with the anonymizing proxy. A neaus
proxy could in principle track its users’ browsing patteamsl make
unscrupulous use of that information. The trust establesfitnsan
be achieved with a legal contract, or can be done dynamiaaihg
explicit trust negotiation protocols.

Bandwidth Requirement. The anonymizing proxy has to han-
dle hundreds of thousands of page requests. For each retheest
anonymizing proxy has to fetch, process, and forward a wele pa
from elsewhere on the net. A subscription mechanism can-be in
troduced to create users of various privilege levels anddafeests
can be prioritized based on that.

Direct Sender-recipient Link. Many ActiveX controls require di-
rect linkage between the sender and the recipient. For deamp
RealAudio goes around the proxy by establishing their owaatli
net connections. Recent Ajaxian applications also recliirect
connection between the browser and the server. The linkitregr
mechanism of anonymizer proxy cannot provide anonymitpfows-
ing these pages with active controls.

7. Law EnforcementAnonymity can be abused by malicious usersConsequences.

and to thwart that law enforcement agencies might requatttte
anonymity solutions sometimes lift their anonymity coweirtves-
tigate on crime suspects.

The pattern has the following benefits.

1. Privacy. The anonymizing proxy provides an alternative for



privacy. It does not depend on costly cryptographic openati
like a mix network. Also mix networks require wide-scale kbgp
ment, an issue that is not relevant to the architecture afianz-

ing proxy. The anonymity service is offered transparenththoe
anonymization proxy, and the users do not have to modifyr thei
normal behavior to use the service.

2. Business Incentive for running an AnonymiBasiness venture
can be established to provide anonymity services like amésy,
because it does not rely on wide-spread deployment of srvia

a mix network, the mix node has to communicate with other aode
beyond the organizational boundary. The anonymizer carebe d

to disclose the identity of two use@n498608@non. penet .

fi andan545430@non. penet. fi, posting under the han-
dle “DarkDemonsStalker". Johan decided to close the remaile
September, 1996. The stories of these attacks on the Penet re
mailer has been written in many newspaper and online astj2ke,

23, 11, 17]. lronically, the Church extorted the informatiaf the
anonymous post, but it turned out to be anonymized by another
anonymous remailer, thal pha. c2. or g nymserver. al pha.

c2. or g was a more advanced and more secure remailer that ob-
fuscated the mapping of the input and the output, and heree th
Church could not get the conviction they were after.

ployed independently and the success of the it depends aephe Known Uses.

utation of the authority running the anonymity service. Borer,
the anonymizer can provide privileged service based oncsiphs
tion. A client using free service would experience higheeray
than the paid service.

The pattern has the following liabilities.

1. Performance OverheadHeavy traffic can throttle beyond the
bandwidth limit of the anonymizer creating a DoS scenaribe T
storage and maintenance of meta-information of anonynpaed-
ets and packet processing cost has severe performanceasgerh

2. Single Point of FailureThe anonymizing proxy is a single point
of failure. For a mix network, a passive adversary has to tooni
different parts of the network. On the other hand, for an gnoe-
ing proxy monitoring the ingress and egress paths is suitidar
the attacker.

3. Forced Compromise of PrivacyAn anonymizing proxy may
keep track of the obfuscations it is making on incoming data t
generate outgoing data traffic. This is especially necgdssrause
the response traffic has to be routed in the reverse direddam-
tainer of an anonymizing proxy can be forced by law enforagme
authorities to divulge this information, thereby undermgnthe
anonymity of the proxy users. This can also lead to extorfiom
influential organizations. One of the first remailers buiit this
concept (the Penet remailer, developed in 1993) came uttdeka
several times from different organizations. In 1995, thaiCh

of Scientology filed a lawsuit against Johan Helsingius (the
ator and maintainer of the Penet remailer) to disclose tbetity

of an anonymous user, who posted a stolen file anonymously in
theal t.religion. sci ent ol ogy newsgroup. The file was
stolen from the Church’s internal server. The Church’dahitlaim
was to reveal the identity of all the users of the remailein(db
300,000 in that time), but in the end they settled with theldsure

of the person responsible for the post. The identity of thengn
mous user, who was posting under the pseudonym “-AB-" and the
anonymous IDan144108@non. penet . fi, was revealed to
be Tom Rummelhart, a system administrator of the Church if Sc
entology’s INCOMM computer system.

Johan Helsingius was also contacted by the government gaSin
pore as part of an effort to discover who was posting messates
cizing the government in the newsgrosipc. cul t ur e. si ngapor e.
This time Johan did not have to compromise the identity ofider
because the Finnish law did not rule the posting as a crime.

Then in September 1996, Church of Scientology sued Gradd 28§
under the suspicion that he posted secret files under thmgaist
tle “Scamizdat” in the Penet remailer and forced Johan Higiss

The Penet remailer (anon.penet.fi) [18] was a pseudonyneus r
mailer operated by Johan Helsingius of Finland from 1993@61

The concept of this remailer is to provide a portal that S@seudonyms
for users. The users send messages hiding behind the pgeudon
By stripping the user’s name and assigning a pseudonymytie s
tem provides sender anonymity through pseudonymity. Maeo
recipient anonymity can be achieved if the recipient of thal s

also a user behind a pseudonym. Because the users alwaysause 0
pseudonym, it has the advantage that the users can cregteta-re
tion by using the pseudonym for a long time. But repeated fise o
the pseudonym means that privacy can be weakened by long term
salvage of context information from a user’s correspondenc

The Anonymizer [1] provides a technological means for prese
ing a user’s privacy when surfing the web. A third-party web si
(htt p: // ww. anonymi zer . conjis set up to act as a middle-
man between the sender and the recipient. When the cliertswan
to visit a web site, say the Google web siteMv. googl e. con),
he does not send the request directly to the Google server.
stead it directs the request through the anonymizer proxyshy
ing the URLhtt p: // www. anonymi zer . com 8080/ wwww.
googl e. com The Anonymizer then connects to google.com with-
out revealing any information about the user who requestedn:
formation, and forwards the information received from Gedg

the user.

In

The first version of the Anonymizer was based on the publivaia
CERN proxy server, but with several modifications to presamonymity:

e |t does not forward the source IP address of the end-user.

e It eliminates revealing information about the user’s maehi
configuration from the “User-Agent" MIME header, user’s
name from the “From" MIME header, and previously visited

site name from the “Referer" MIME header.

e It does not forward the user’s email address to serve as a
password for FTP transactions.

e |t filters out Java applets and JavaScript scripts which may

compromise anonymity.

o ltfilters out all “magic cookies" which may compromise anonity.

e It gives positive feedback to the user by displaying an Amoizgr
header on the page and adding the word “[Anonymized]" to
the page’s title.

The Anonymizer provides an easy-to-use interface whiobwall
users to bypass the configuration procedure normally asteaki
with using a proxy. Users access the service simply withreled



URLs, suchabtt p: // www. anonym zer . com 8080/ wwww.

googl e. cont . The interface is flexible and the users can freely ~ Layered Encryption Sender Anonymity
switch to their regular browsing behavior when anonymityas
required.

There are various other anonymity providing services thabailt  Intent.

on the principle of anonymizeg.g. iProxy [19] and the Lucent Use a sender-initiated packet routing scheme and encrgplata
Personalized Web Assistant (LPWA) [2]. LPWA does not offer packets in multiple layers so that the intermediaries omlyehac-
the Anonymizer’s page-rewriting mechanism which enabkers cess to a particular layer and use that information to rdwe@acket
to easily change between anonymized and non-anonymizegsbro  to the next hop.

ing. However, it does provide an additional feature, supjar

anonymous authentication and registration at web sitestwiiio-  Also Known As.

vide personalized services. Onion Routing.

Mix zone [3, 4] is the same concept of mix networks taken ih® t \otivation.

domain of location anonymity. Agents are identified by pseyans Ghost in the Machine. Alice, Bob and Carol are using a mix
in the mix zone. When the pseudonymous agent enters into thep,seq system to communicate over the Internet. Alice seeds h
mix zone, his pseudonym is changed, so that once he come$ out 04t through a node in the network where it gets mixed with the

the zone, his identity cannot be correlated with that of thterng data coming from other sources.§. Bob, Carol,etc). Figure 7
agent. The mix zone concept was added with the Active Bat [35] ghows that Mallory is an active semi-honest adversary whe co
system to provide location anonymity. trols the mix nodei.e. Mallory obeys the mix protocol to appear as

o . . an honest mix, but she tries to learn information by lookinthe
The principle of k-Anonymity [32] was introduced by Latarfyaveeney packets that are routed through the mix.
for publishing of secret data. The sensitive information itataset

is obfuscated by replacing them with a more general infoignat
The sort order is also altered to obfuscate meta-informatio Header of HTTP Request

/
4 Mallory

Gl

Packet Mix node
controlled

by Mallory

0

Server N

Figure 7: An active attacker controlling a mix node

The body of Alice’s packet is encrypted with a symmetric key b
tween Alice and the recipient, so that the intermediariemot
access the content. According to the mix protocol, wheneAic
packet is in transit between Alice and the mix node, it is ypied
with a shared symmetric key between her and the mix. Passive
observers monitoring the link between Alice and the mix ncaie-
not access the header of the packet. The mix network dedtypts
packet, reads the header, finds the next hop and routes tketpac
to the next hop after encrypting it with a shared key betwéen t
mix node and the next hop. Again passive adversaries magtor
the egress packets of the mix node cannot access the paekierhe
Moreover, an adversary monitoring the ingress and egneks &f
the mix network cannot correlate the incoming and outgoiackp
ets because of the mix protocol.

The problem arises because the mix node is controlled bytaeac
adversary Mallory. Mallory shares the encryption key witlcA
and the next hop, and accesses Alice’s packet header tordeser
the routing option. This compromises the sender anonynfii8j-o
ice. Also from the header of Alice’s packet, Mallory can detime
the ultimate recipient, and therefore can compromise sezle
recipient unlinkability.



Context.

You are designing a mix based system to protect the privatyeof
users. You want to have sender anonymity and sender andeecei
unlinkability for the communicating parties. The system te a
mix based filter in the Internet that is used for email mesgagr
web browsing.

Problem.

In the mix protocol, the mix nodes share symmetric keys betwe
themselves. The mix decrypts and then re-encrypts the fsmacke
flowing through the node. This protects against a passiveradry
observing the network traffic, but is insufficient againstaative
adversary controlling a mix node.

The mix node accesses the packet headers in order to idémsify
next hop. The header contains the ultimate destination,tia@d
choice of next hop is determined by that. A malicious attacke-
trolling the mix node can follow the mix protocol, and yet fil@®
the behavior of a message sender, because of the headentexila
available to him.

How can the mix network be made secure against an active-adver

sary?

Forces.

The forces that need to be considered when choosing to use thi

pattern are as follows.

1. Type of Adversary.Privacy can be compromised by different
types of adversaries. A passive adversary only observeretie

Solution.

The sending client is responsible for establishing the pativeen
the sender and the recipient. The neighboring nodes in theiti
share symmetric keys between themselves. The packet iethen
crypted in multiple layers (like the onion skin). The inn@shlayer
is encrypted with the symmetric key used in the last hop lectioe
server, the next layer is encrypted with the symmetric keadue
the preceding hop and so on.

Thus the sending client has to construct a chain of nodesyaed
the message is in transit through these nodes, each nople i
a layer using its key share, finds the identity of the next hapim
the decrypted bundle, and forwards it to that node. For ei@mp
for a remailerE;, with R; as its public keyA; as its address, and
B as the destination address, a three link route between Atide
Bob looks like

Alice -[E1(Az, E2(As, E3(B, M)))]- >
Ry —[E2(As, E3(B, M))]- >
Ry —[E3(B, M)]- >
R3 -[M]- > Bob

Each remailer is able to decrypt the bundle it receives, thean-
not itself look more than one link ahead, let alone deterntiree
final destination. Moreover, after the first link, the sersl@en-
tity has been removed. The first remaifer is connected with the
sender but when it receives the message, it has no way tordeéer
whether its previous node is the sender or just another nir imo
the remailer chain.

work traffic, but does not manipulate the data packets. Aivect Design Issues.

adversary manipulates the data packets or compromisesa®Ad ¢
trols a mix node. After controlling the mix network, an adsany
can act semi-honestly.e. he continues to act like an honest node
by following the mix protocol but at the same time tries to et
formation from the packets flowing through the mix node. Adve
saries can also collude to undermine the anonymity of thesages
sender.

2. Routing MechanismThe packet header contains information
that is essential for the routing decision. A distributediting
mechanism would delegate this decision to the intermediades.
Contrarily, in a centralized routing mechanism, the sertizer-
mines the route that the packet will take and adds that irdition

in the packet header.

3. Cost of Encryption.The cost of decryption and encryption can

become an overhead. The mix network should be usable for a low
Consequences.

latency messaging requirement like web browsing.

4. Key EstablishmentThe network follows protocols for dynamic
negotiation and establishment of keys. A symmetric keyeshan

The design issues described in th@ RPHEDRESPRESENTATION
pattern also applies here. Additional issues are as follows

Service Composition. Layered encryption can be used in con-
junction with other services. Layered encryption can balse
the path between a request sender and the anonymizing praxy (
Anonymizer, LPWAetc) and the proxy then submits the request
on the sender’s behalf.

Layered Encryption Overhead. The main overhead of layered
encryption is the path setup cost. Typically, it is much kess one
second, and it appears to be no more noticeable than otreyrsdel
associated with normal web connection setup on the Inte@an-
putationally expensive public key operation is only usedrdythe
connection setup phase. By using dedicated hardware eattete
on the routers, the burden of public key operations can laeeel

The pattern has the following benefits.

1. Sender-determined Routing and Privady.a distributed rout-

be established by using a PKI scheme, but it assumes the presing protocol, the intermediaries determine the path of thekpt

ence of a global PKI framework. Key sharing schemes with low
infrastructure requirements can be usedj. Diffie-Hellman key
exchange [10].

5. Application Independenc&he mechanism for achieving sender
anonymity should be application independent. It should f&ia
cable for low latency messaging domain like web browsingl an
latency independent messaging domain like email messaging

on its route, but for this the intermediaries need to havessof
sender and recipient information. Sender and recipientyaniy

is achieved by using this pattern because here the routicigioe
is taken by the sender only. The sender initiates a path getip
tocol to create the route. This can be done in offline (vhen the
system is idle) to reduce performance overhead.

2. Application Independencelayered Encryption can be used
with proxy-aware applications, as well as several non-pr@xare
applications. Layered encryption supports various pafe.g.



HTTP, FTP, SMTP, rlogin, telnet, finger, whois and raw sosket
Proxies can be used with NNTP, Socks 5, DNS, NFS, IRC, HTTPS,
SSH and Virtual Private Networks (VPN). [
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