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I. Introduction 

 
“In 1985 the Internet connected 2000 computers. At the start of this century the Internet 

connected over 37 million computers. Future networks will connect at least a billion users and 
will be more complex – they will connect sensors, wireless modems and embedded devices1.” 

 
To address the challenges presented by such tremendous growth, it is important to identify 

software patterns and to develop appropriate pattern languages for the domain of distributed, 
real-time computing. Distributed computing refers a pool of networked computers that can be 
used for solving complex problems. To harness the computational power of a pool of networked 
computers, resource management (RM) software that dynamically allocates computing resources 
to programs has emerged. Furthermore, technologists have produced RM software that allows 
real-time systems (systems that must perform in a timely manner) to meet their performance 
constraints in dynamic environments (such as defense [6] and space [5]) by (1) monitoring real-
time performance and (2) reallocating resources as needed to provide adequate real-time 
performance [1, 2, 3].  
 

This paper presents patterns (i.e., solutions to commonly occurring design problems [4])  that 
have emerged in resource management software. The specific patterns discussed are as follows: 

o Resource instrumentation: monitoring the status (e.g., availability and utilization) of 
hardware resources, such as computers and networks. 

o Software performance monitoring: monitoring the status (e.g., performance) and resource 
needs of software systems. 

o Allocation planning and management: determining how and when to allocate hardware 
resources to software systems. 

o Resource control: performing the allocation of hardware resources to software systems. 
Each of these patterns is detailed in the remainder of this paper; the patterns are characterized 
according to the following pattern template (described in [4]): (a) name of pattern; (b) summary 
of the problem and forces that give rise to it; (c) a solution in terms of collaborations with 
participating classes; and (d) summary of benefits and consequences of using the pattern. 

 
The remainder of the paper is organized as follows. Sections III-VI details the patterns found 

in resource management software. Section II presents a UML-based model of an adaptive 
resource management architecture, which is elaborated to describe the patterns. The domain, in 
which the patterns have been identified, is characterized by a reference architecture in Section 
VII. 

 
II. Computing and network resource management architecture 
 
This section contains a UML-based model of an adaptive resource management architecture. The 
patterns are defined in the remainder of the article by refining the UML model.  
 

The architecture (see Figure 1) of our resource management (RM) middleware consists of five 
major subsystems:  User Management, Allocation Management, Real-Time System 
Management, Resource Instrumentation and Control, and Specification File Management.   
                                                 
1 From the Information Technology Office of the Defense Advanced Research Projects Agency. 
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Figure 1. The major subsystems of the middleware and their dependencies. 

 
Specification File Management parses hardware configuration and software specification files; 

the specification files describe the characteristics of the computing and network resources and 
the features and real-time requirements of the information system software [1, 2].  The other 
subsystems use the information from the specification files. 

 
The Resource Instrumentation and Control subsystem has two main purposes.  First, its 

Resource Monitor component is used to gather information about the utilization and availability 
of the computing and network resources [2, 3, 9].  Second, its Application Control component is 
used to start and stop the application programs that constitute the information system software. 

 
The User Management subsystem allows an Operator of the RM middleware to give 

commands to the Allocation Manager to start or stop a real-time system.  It also allows the RM 
Operator to view a real-time system’s performance. 

 
The Real-Time System Management subsystem monitors the performance of real-time systems 

and provides updates to the User Management subsystem. When real-time performance problems 
are detected, Real-Time System Management performs diagnosis of the causes and of possible 
resource reallocation actions that could be taken to restore required real-time performance, and 
reports its findings to the Allocation Management subsystem. 

 



 

Allocation Management uses Resource Instrumentation and Control to (1) gather information 
about the resources, and (2) start and stop application programs. The resource information is 
used to maintain a feasible allocation (one in which all real-time requirements are met) and that 
provides optimal utility to all information systems under its control. 
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Figure 2. The subsystem collaboration diagram for the maintain feasible allocation use case. 

 
The most critical use case of our software system, maintain feasible allocation, is illustrated in 

Figure 2.  Real-time systems report their performance data to Real-Time System Management, 
which monitors real-time performance and requests that Allocation Management reallocate 
resources if a real-time performance problem is detected. Allocation Management creates a 
reallocation plan and uses Resource Instrumentation and Control to execute the plan. 
 
III. Resource instrumentation 
 

The resource instrumentation and control subsystem is subdivided into two service packages, 
resource monitor and application control. This section describes the resource monitor 
subsystem, which represents the resource instrumentation pattern, and section VI describes the 
application control subsystem, which describes the resource control pattern. 

 



 

A. Summary of the problem and the forces that give rise to it 
 

The resource instrumentation pattern solves the problems of collecting and maintaining 
information about the recent state of computing and network resources. The types of resources 
include hosts, networks and devices. The state of a resource includes its status (on/off) and its 
utilization, as well as several device-type-specific attributes, including the following: 

o Host: context switching rate, free memory, etc. 
o Network: expected latency, available bandwidth, collisions, etc. 

Additionally, the instrumentation pattern solves the problem of maintaining historical 
information, calculating trends, forecasting future resource states, analyzing stability, and 
diagnosing causes of problems. 

 
The desire to find good solutions to the problem of allocating computing and network 

resources to distributed systems give rise to the need for the resource instrumentation pattern. 
Typical goals of allocation include load balancing, schedulability analysis, system certification, 
and response time prediction; each of these requires knowledge of resource state. 

 
B. A solution in terms of a collaboration with participating classes 

  
This section provides a UML analysis model (see [4]) showing the realization of the use case 

in terms of classes and their collaborations. 
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Figure 3. A solution for the resource instrumentation pattern. 

 
As shown in Figure 3, the solution for the resource instrumentation pattern involves four 

classes. The boundary class resource monitor host interface gathers state information from a 



 

resource (in this example a host resource is shown). The control class resource monitor stores the 
state information as well as any computed metrics in the entity class host resource. Queries for 
information are received and handled by the boundary class resource monitor interface. 

 
C. Summary of the benefits and consequences of using this pattern 

 
One benefit of using the resource instrumentation pattern is that it masks heterogeneity of 

resources. Device-specific and operating system-specific details are hidden in the 
implementation of the pattern. Another benefit is that many aggregate metrics (such as trend) can 
be implemented once and reused. Since the pattern is device-specific or OS-specific, 
implementations of this pattern are not platform-independent. 

 
IV. Software performance monitoring  

 
This section characterizes the software performance monitoring use case.  

 
A. Summary of the problem and the forces that give rise to it 

 
The software performance monitoring pattern addresses the problem of determining and 

assessing the performance of distributed real-time subsystems (called paths). One problem it 
solves is the aggregation of time-stamped events (from the application programs that constitute a 
path) into a single value that represents end-to-end path latency.  

 
In addition to aggregation, the pattern solves the following problems: 

o checking that end-to-end latencies meet performance requirements, 
o forecasting future end-to-end latencies, and 
o diagnosing causes of poor performance. 

 
This pattern is motivated by the need to accommodate dynamic workload changes; this 

property makes it necessary to monitor the performance and resource needs of real-time 
applications. If the workloads of real-time systems were constant, then resources could be 
statically allocated in a way that permits all real-time constraints to be met. 

 
B. A solution in terms of a collaboration with participating classes 

 
The real-time system management subsystem (see Figure 4) provides a solution to the software 

performance monitoring pattern. A real-time software system (or its constituent application 
programs) provides time-stamped events to the real-time system interface boundary class. The 
real-time system manager control class stores the event information in a real-time system event 
class; additionally, it (1) performs checking, forecasting, and diagnosis and stores the result in 
the real-time system state class and (2) provides data to other subsystems. 
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Figure 4. A solution for the software performance monitoring pattern. 

 
 

C. Summary of the benefits and consequences of using this pattern 
 
Use of the software performance monitoring pattern results in several benefits. The 

communication with application programs is masked; communication protocols can be 
customized for different applications and encapsulated within the real-time system interface 
class. Additionally, functions for checking, forecasting and diagnosis can be implemented once 
and reused. However, this pattern assumes that the real-time software system contains the ability 
to send time stamps to real-time system management.  

 
V. Allocation planning and management 
 

The allocation planning and management pattern is described in this section. 
 
A. Summary of the problem and the forces that give rise to it 

 
The allocation planning and management pattern solves the problem of dynamically 

mapping software (the demand space) to hardware resources (the supply space) in a way that 
satisfies all constraints (e.g., real-time requirements) and optimizes the utility that accrues from 
the system as a result. The software entities to be mapped include systems, subsystems/paths, 
application programs and connections between application programs. The hardware includes 
CPUs, memory, network components, bandwidth, devices, and power. 

 



 

The need for the pattern stems from dynamic environments (e.g., war-fighting and space), 
dynamic workloads (e.g., unknown event arrival rates and unknown input sizes for data-driven 
processing), and hardware failures. 

 
B. A solution in terms of a collaboration with participating classes 
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Figure 5. A solution for the allocation planning and management pattern. 

 
The allocation planning and management pattern is realized by a control class (allocation 

manager) that utilizes information contained in the entity class allocation state. The allocation 
manager performs constraint checking and allocation optimization analysis in response to 
reallocation triggers. Information from allocation state is used to evaluate specific candidate 
allocations. Upon discovering a suitable new allocation, the allocation manager class employs 
the pattern to carry out its decision. 

 
C. Summary of the benefits and consequences of using this pattern 

 
Benefits of using the pattern include the following: 

o flexibility (of allocation), 
o adaptability, 
o graceful degradation, 
o survivability, and 
o scalability. 

 
A consequence of employing the pattern is that on-the-fly performance analysis must be 

performed. 



 

 
VI. Resource control 
 

The resource control pattern is described in this section. 
 
A. Summary of the problem and the forces that give rise to it 

 
The resource control pattern addresses the problem of modifying the way that software 

components are allocated to hardware resources. The pattern allows for components to be 
started, stopped and moved. Additionally, the pattern monitors the status of the components and 
provides a notification service that allows clients to be notified when a component unexpectedly 
terminates. 

 
The force that gives rise to the pattern is the need to dynamically affect how resources are 

being used and the need to provide survivability to software components. 
 

B. A solution in terms of a collaboration with participating classes 
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Figure 6. The resource control pattern. 

 
Figure 6 shows a solution for the resource control pattern. The application control interface 

class accepts requests to control components and provides notifications of unexpected 
component terminations. The application control control class dispatches commands to hosts via 
the application control host interface class and records unexpected component terminations in 
the application death event class.  

 



 

C. Summary of the benefits and consequences of using this pattern 
 

A benefit of using this pattern is that control of heterogeneous hardware resources and 
software components can be handled via a uniform interface.  

 
The use of this pattern implies interaction among some of the patterns presented here. For 

example, in the case that the software performance monitoring pattern forecasts or detects a real-
time constraint violation, it must communicate with the allocation planning and management 
pattern. In turn, the allocation planning and management pattern may instruct the resource 
control pattern to reallocate resources if the violation may be resolved. 
 
VII. Domain reference architecture 

 
This paper deals with the domain of large, distributed real-time systems that have execution 

times and resource utilizations which cannot be characterized a priori. (The motivation for our 
work is provided in part by the characteristics of combat systems, as described in  [7].) There are 
several implications of these characteristics: (1) demand space workload characterizations may 
need to be determined a posteriori, and (2) an adaptive approach to resource allocation may be 
necessary to accommodate dynamic workload changes.  Thus, this paper considers approaches 
for dynamically managing distributed computing resources by continuously computing and 
assessing QoS and resource utilization metrics that are determined a posteriori.  This section 
defines the domain by presenting an adaptive distributed system reference architecture [8] that is 
suitable for such an approach. This reference architecture provides the capabilities and 
infrastructure needed to construct multi-component, replicated, distributed real-time systems that 
negotiate for distributed computing resources to achieve desired QoS levels.  

 
Figure 7 depicts the distributed system reference architecture. The diagram shows the 

functional architecture structure needed to support distributed application programs for a 
computer containing a client application.  This structure is repeated throughout the computers of 
the distributed system; in particular, the computer hosting the server application contains a 
comparable structure. Also executing somewhere in the distributed system's collection of 
computers is a set of QoS management components that interact with the computers, network 
components and applications of the distributed system to provide QoS management. 

 
Besides the applications themselves, the components of the reference architecture consist of 

four primary types: operating systems, network services, high-level communication and state 
management middleware services, and resource management services.  The operating system 
services are those needed to support real-time applications.  The network services provide low-
level network communications and time management capabilities.  The middleware components 
provide the ability to communicate in accord with three high level communication models: 
publish-subscribe; group programming, with associated ordered multicast and state data 
synchronization services; and distributed object programming.  The resource management 
services consist of computing resource and application status monitoring and reporting services, 
QoS negotiation services, and program control services. 
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Figure 7. A distributed system reference architecture. 

 

Taken together, these services allow distributed applications to perform allocated processing 
functions, to communicate with each other, to perform fault detection and recovery activities, to 
perform load sharing activities, and to negotiate resource utilization and QoS requirements with 
the underlying distributed system infrastructure.  This architecture has been partially 
implemented and successfully employed for dynamic management of QoS and distributed 
computing resources within a Navy distributed computing testbed [2,9] and within a NASA 
satellite constellation testbed [10].  Features of the testbeds include real-time mission critical 
computing, fault tolerance and scalability (a description of the testbed is contained in [2]). 

  
The reference architecture is currently serving as a roadmap for the construction of a 

distributed resource management system; a significant portion of the architecture has been 
realized [2]. In addition to providing guidance for implementation, the authors have found that 
the architecture is very useful for classifying emerging and existing technology components. 
Thus, it is used as the starting point for the pattern definitions contained in the remainder of the 
paper.  
 
VIII. Summary 
 

This paper characterizes important patterns within the domain of dynamic resource 
management. A reference architecture that characterizes the domain is provided. Additionally, an 



 

architecture that focuses on the sub-domain of computing and network resource management is 
provided. The architecture is decomposed to provide solutions for the following patterns: 

o resource instrumentation, 
o software performance monitoring, 
o allocation planning and management, and 
o resource control. 

For each pattern, the paper describes (1) the problem that it address and the forces that give rise 
to it, (2) solutions to the problem, and (3) the benefits and consequences of using it. 
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