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**Abstract**

A cyber-physical system (CPS) integrates computing and communication capabilities with the monitoring and control of entities in the physical world. An important type of CPSs are maritime ports. Ports are vulnerable systems and a variety of attacks are possible; they are also safety-critical systems. We present here a pattern for a secure and safe port loading facility, where we have added security and safety patterns on a model for a port loading facility that describes the basic operations of such a system. The specific security and safety patterns are deduced following a systematic methodology.
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**1. Introduction**

A cyber-physical system (CPS) integrates computing and communication capabilities with the monitoring and control of entities in the physical world. Such control systems are normally distributed, real-time, and usually include embedded devices, sensors, and wireless links [Shi11]. Many system components are remotely deployed, have unique constraints, and may be physically inaccessible for maintenance, and/or physically accessible for attack. Examples include transportation systems, smart power grids, patient monitoring, smart buildings, flexible manufacturing systems, and many others. Often, CPSs are safety-critical[[1]](#footnote-1), because their failure could endanger lives or cause large economic losses. Their safety can be compromised by poor design, low reliability, or security attacks.

For economic and productivity reasons, open networks are an attractive communication medium, but the possibility to connect to physical systems through cyberspace increases their vulnerability to intentional attacks. The objectives of attacks may vary, from terrorist objectives to economic objectives such as collecting private information. The complexity of modern CPSs makes their design and maintenance very difficult: we need to determine all forms of attacks and failures, which can use any of the possible inputs to these systems. Cyber-Manipulation of container logistics in a port has become a realistic attack vector that is even reported on in the news [Bat13], *Stuxnet* demonstrated the feasibility of attacking physical systems using worms [Den12] and similar attacks are possible and expected [Kat11, Lee13]. Security attacks in CPSs such as transportation systems can affect the reliability and safety of those systems and may have catastrophic consequences [GAO, NIT12, Por].

Secure systems need to be built in a systematic way where security is an integral part of the lifecycle [Fer13, McG06], and the same applies to safety. If, when we build applications, we also consider the effect of middleware, operating systems, and networks as a whole, we can build systems that exhibit a unified architecture where we can identify attacks and apply global solutions. The platform should match the type of application, and all safety and security constraints should be defined at the application level, where their semantics are understood and propagated to the lower levels. The lower levels must provide the assurance that the constraints are being followed, i.e., they implement these constraints and enforce that there are no ways to bypass them. Following these ideas, we developed a secure systems development methodology [Fer06a, Fer13a], which considers all lifecycle stages and all architectural levels. We expanded its architectural aspects [Fer11], and recently added process aspects. The only way to provide this unification in the presence of myriad implementation details of the component units is to use abstraction. In particular, we can apply abstraction through the use of *patterns*. The description of architectures and mechanisms using patterns makes them easier to understand, provides guidelines for design and analysis, and can define a way to make their structure more secure. Their abstraction properties make them ideal for dealing with complex and heterogeneous systems such as CPSs. Other approaches include [Ban12, Mon11]

The application of our methodology requires a relatively complete catalog of patterns, covering all architectural levels, as well as Computation, Communications, and Control aspects. To select patterns we need to enumerate the threats to the system. We proposed a method that analyzes the activities in a use case to see how they can be subverted by an attacker [Bra08]. We showed that this approach works well with IT systems. However, its application to CPSs is not so clear. CPSs have a larger variety of threats and these threats are specific to the type of system.

We present here a pattern for a port loading facility. Today, U.S. port facilities rely as much upon networked computer and control systems as they do upon stevedores to ensure the flow of maritime commerce that the economy depends upon. We analyze here the specific threats to this type of CPS and we provide defenses against them. This approach results in a Secure Port Loading Facility, where all the identified threats have been handled. This pattern is what we call a *Secure Semantic Analysis* pattern (SSAP) [Fer00, Fer13a]. A SSAP is a secured analysis pattern implementing a small coherent set of use cases.

We use the template of [Bus96] to present our pattern. Our audience includes CPSs designers as well as designers of applications that need to run in CPSs. For conciseness, we only show in detail one of its use cases.

**2. Secure and Safe Port Loading Facility**

**Intent**

Provides the typical functions of a port loading facility (loading and unloading of containers to/from a ship) including security and safety mechanisms that can defend against all identified threats.

**Context**

Port operations and logistics have a significant impact on economy and international trade. As international trade increases, ports face pressure to improve their infrastructure in order to maintain their operations and respond to market demands. In addition, given the high level of competition, ports must use their resources efficiently and effectively, which has resulted in an increased automation. For this reason, ports are sensitive to different types of threats and challenges. One type of threats is natural disasters such as earthquakes and hurricanes. Another type of threat is defined by terrorist attacks or data security breaches. Port operations refer to the activities and processes necessary to manage and control a port. Container terminals are commonly open systems of material flow. In a container terminal, there are three main areas of operations which are: seaside operations, yardside operations, and landside operations. Each area could be sensitive to different types of threats [Kra13]. Threats that a container terminal may face include cyber attacks, radiation attacks, biological attacks, and explosions. We specifically consider cyber attacks—with the possibility of other attacks being triggered in this way**.** A port logistic system which must keep track of many container positions is an example of a data-driven safety-critical system. Security is especially critical in these systems because an unauthorized modification of their data could affect the safety of people, have a serious economic impact, or do extensive damage.

**Problem**

The lack of security and safety in port loading facilities can be a serious problem because of the importance of these activities and the potential high impact of attacks. How can we build a secure and safe port loading facility?

**Forces.**

* ***Flexibility.*** A variety of users are involved in this system. They are required to operate the facility and have assigned roles. Some external users can also have access for administrative or management purposes. We need to accommodate this variety of roles.
* ***Threats.*** The variety of users and the fact that the facility is connected to the Internet bring many threats. We should be prepared for a variety of attacks.
* ***Safety.*** The equipment has physical limits that cannot be exceeded because they would get damaged or endanger the port workers.
* ***Secure interoperation***. We need to verify that the ship has an appropriate level of security, able to interact securely with our facility.
* ***Records.*** We need to record all activities that may need to be audited later to investigate security or safety violations.

**Solution**

Ports include loading/unloading facilities such as cranes and storage units. During unloading, operators move containers from ships to storage units, during loading operators move containers from storage units to ships. Figure 1 shows the class diagram of a port loading system, **Port-Load**. The system is composed of a set of **Cranes**, several **Crane Operators**, and some **Storage Units** (warehouses, bins). In a given moment, this system loads or unloads a set of **ships**, each one carrying a set of **containers**. Typical use cases include Load container into a ship, Unload container from a ship, Assign crane operator, and Assign locations to the containers. Typical roles include: load supervisor, crane operator, ship worker, and storage worker.

***Enumerating threats***

Figure 2 shows the activity diagram for the use case Unload a container. For each activity we can analyze its possible threats. We do not try to be exhaustive, only to show the procedure to enumerate threats.

Some of the threats are: a1: activation threats: no activation or unwanted activation; a2: crane control threats: accelerate beyond limit, wrong movements; a3: pick up threats: wrong container; a4: deposit container in the wrong place; a5: hatch is not opened, and a6: log threats: write wrong entry or delete log.



Figure 1 Class diagram of Port-Load system



Figure 2. Activity diagram for use case Unload a container from a ship

***Secure solution***

The identified threats can be stopped by using Authentication and Authorization patterns (RBAC) if they come from external attackers (a1,a5, a6). If they come from internal attackers (a2,a3,a4) we can use the Security Logger/Auditor pattern. To enforce the constraint that only supervisors can assign crane operators we use the Content-Dependent Authorizer pattern.

We need to add OCL assertions for defining constraints for security to stop the identified threats and safety assertions that avoid unsafe conditions. These assertions realize pre-specified policies based on regulations and equipment constraints. Possible assertions and security constraints include:

***Safety:*** ∀ crane [active] 🡪 ∃ crane\_operator (every crane in active state must have a human operator)

aCrane.speed ≤ Speed\_Limit ; aCrane\_acceleration ≤ Acceleration\_Limit

***Security:*** aCrane\_operator.assign = aPortLoadSupervisor.assign (only port loading supervisors can assign crane operators)

We add security mechanisms realized as patterns to stop the identified attacks. If we can cover all the possible threats we can consider the system as secure. We also need to realize the predefined policies.

**Implementation**

We can consider first the physical units. We need to give unique identifiers to all the cranes, operators, ships, and storage units. These components are relatively unchanging.

After this we need to define rights for operators and the other roles. Their specific members and rights may change frequently.

Ships are the most variable components, they come and go. Their identifiers may be outside our control but we need to know their IDs to authenticate them when they arrive.

**Consequences**

The advantages of this pattern include:

* ***Flexibility.*** RBAC allows to accommodate any kinds of roles, appropriate for all kinds of users.
* ***Threats.*** We can enumerate threats systematically. We do not know if we found all of them but we can control those we find by matching them to their defenses (security patterns). Using the semantics of the application we can also estimate their impact.
* ***Safety.*** The equipment physical limits can be controlled with safety assertions.
* ***Secure interoperation***. We can list security requirements for the ships in the form of security patterns.
* ***Records.*** We can use the Security Logger / Auditor pattern to record security-relevant activities.

The pattern also has some liabilities:

The security and safety mechanisms have a cost, have some overhead, and require maintenance.

**Known uses**

* Container companies in the port of Antwerp, Belgium, after suffering a serious attack, are applying some of these defenses [Bat13].
* The US and China are exchanging best practices on how to defend port facilities, which include defenses of the type discussed here [Col14].

**Related patterns**

***Authenticator*** [Fer13a]. When a user or system (subject) identifies itself to the system, how do we verify that the subject intending to access the system is who it says it is?

# *Role-Based Access Control* [Fer13a]. Describe how to assign rights based on the functions or tasks of people in an environment in which control of access to computing resources is required and where there is a large number of users, information types, or a large variety of resources.

***Security Logger/Auditor*** [Fer13a]. How can we keep track of user’s actions in order to determine who did what and when? Log all security-sensitive actions performed by users and provide controlled access to records for Audit purposes.

***Content-Dependent Authorizer*** [Fer14]. How can we restrict subjects (users, systems, parties) to access (read, write) only data with specific values? Filter the values obtained from applying authorization rules to the data according to a predicate (condition) that selects specific values.

**Conclusions**

This pattern provides a starting point to build secure port facilities. We can build a Secure Port Reference Architecture [Tay10], which would combine this pattern with patterns for container logistics, ship scheduling, and similar. We need more safety patterns, few exist [Bit01, Cof11].
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